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ABOUT THE DEPARTMENT 

VISION 

 

To produce globally competitive professionals in Artificial Intelligence and Data Science by 

imparting cognitive learning and encouraging industry collaboration towards serving the greater 

cause of society. 

 

MISSION 

 

1. Impart knowledge in cutting edge Artificial Intelligence and Data Science technologies in 

par with industrial standards. 

2. Inculcate research and lifelong learning that benefit society at large. 

3. Promote ethical values and entrepreneurial skills. 

 

PROGRAMME OUTCOMES (POs) 

Artificial Intelligence and Data Science Graduates will be able to: 

PO1 - Engineering knowledge: Apply the knowledge of mathematics, science, engineering 

fundamentals, and an engineering specialization to the solution of complex engineering 

problems. 

PO2 - Problem analysis: Identify, formulate, review research literature, and analyze complex 

engineering problems reaching substantiated conclusions using first principles of 

mathematics, natural sciences, and engineering sciences. 

PO3 - Design/development of solutions: Design solutions for complex engineering 

problems and design system components or processes that meet the specified needs with 

appropriate consideration for the public health and safety, and the cultural, societal, and 

environmental considerations. 

PO4 - Conduct investigations of complex problems: Use research-based knowledge and 

research methods including design of experiments, analysis and interpretation of data, and 

synthesis of the information to provide valid conclusions. 

PO5 - Modern tool usage: Create, select, and apply appropriate techniques, resources, and 

modern engineering and IT tools including prediction and modeling to complex engineering 

activities with an understanding of thelimitations. 



  

PO6 - The engineer and society: Apply reasoning informed by the contextual knowledge to 

assess societal, health, safety, legal and cultural issues and the consequent responsibilities 

relevant to the professional engineering practice. 

PO7 - Environment and sustainability: Understand the impact of the professional 

engineering solutions in societal and environmental contexts, and demonstrate the knowledge 

of, and need for sustainable development. 

PO8 - Ethics: Apply ethical principles and commit to professional ethics and responsibilities 

and norms of the engineering practice. 

PO9 - Individual and team work: Function effectively as an individual, and as a member or 

leader in diverse teams, and in multidisciplinary settings. 

PO10 - Communication: Communicate effectively on complex engineering activities with the 

engineering community and with society at large, such as, being able to comprehend and write 

effective reports and design documentation, make effective presentations, and give and 

receive clearinstructions. 

PO11- Project management and finance: Demonstrate knowledge and understanding of the 

engineering and management principles and apply these to one’s own work, as a member and 

leader in a team, to manage projects and in multidisciplinary environments. 

PO12 - Life-long learning: Recognize the need for, and have the preparation and ability to 

engage in independent and life-long learning in the broadest context of technological 

change. 

PROGRAMME EDUCATIONAL OBJECTIVES (PEO) 

PEO 1: 

To build a successful career in IT/relevant industry or carryout research in advance areas of 

Artificial Intelligence, Data Science and address various issues in the society.  

PEO 2: 

To develop problem solving skills and ability to provide solution for real time problems. 

PEO 3: 

To develop the ability and attitude of adapting themselves to emerging technological 

Challenges. 

PEO 4: 

To excel with excellent communication skills, leadership qualities and social responsibilities.   



  

PROGRAMME SPECIFIC OBJECTIVES (PSO) 

PSO 1: 

Understand, analyze and develop innovative solutions for real world problems in industry and 

research establishments related to Artificial Intelligence and Data Science. 

PSO 2: 

Ability to choose or develop the right tool for Data analysis and develop high end intelligent 

systems. 

PSO 3: 

Apply programming principles and practices for developing software solutions to meet future 

business and society needs. 

Mapping of PO’s to PEO’s 

Programme 
Educational 
Objectives 

(PEO) 

Program Outcomes (PO) 

1 2 3 4 5 6 7 8 9 10 11 12 

PEO1 3 3 3 3 3 3 3 2 1 2 2 3 

PEO2 3 3 3 3 3 2 2 2 2 3 3 3 

PEO3 1 3 1 2 3 2 3 1 1 2 2 2 

PEO4 1 1 3 2 1 3 3 3 3 3 3 1 

 
Mapping of PO’s to PSO’s 
 

Programme 
Specific 

Outcomes 
(PSO) 

Programme Outcomes (PO) 

1 2 3 4 5 6 7 8 9 10 11 12 

PSO1 3 3 3 3 1 2 1 1 1 2 2 2 

PSO2 3 3 3 1 3 1 1 1 2 2 2 3 

PSO3 3 3 3 1 1 3 3 2 3 2 2 3 

 
Mapping of PSO’s & PEO’s 
 

Programme 
Specific 

Outcomes (PSO) 

Programme Educational Objectives (PEO) 

PEO1 PEO2 PEO3 PEO4 

PSO1 3 3 2 2 

PSO2 3 3 2 1 

PSO3 3 2 3 3 

 
 
 
 

 

1 Reasonably agreed 2 Moderately agreed 3 Strongly agreed 



  

B. TECH ARTIFICIAL INTELLIGENCE AND DATA SCIENCE  
REGULATION 2022 (BATCH: 2022 – 2026)  

 

SEMESTER I 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Ext/Int Category 

1. 22AD101 Introduction to Artificial Intelligence  3/0/0 3 3 60/40 PC 

2. 22MA102 Mathematics I 3/1/0 4 4 60/40 BSC 

3. 22IT101  Application Development Practices 3/0/2 5 4 50/50 PC 

4. 22CS101 Problem Solving using C++  3/0/2 5 4 50/50 PC 

5. 22EN101 Technical Communication Skills 2/0/2 4 3 50/50 HSMC 

6. 22CH101 Engineering Chemistry  3/0/2 5 4 50/50 BSC 

7. 22MC101 
Mandatory Course-I 

(Induction Programme) 
3 weeks MC 

Total 26 22 700  

  
 
 

 

SEMESTER II 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Ext/Int Category 

1. 22MA202 Mathematics II 3/1/0 4 4 60/40 BSC 

2. 22EE111 
Basics of Electrical and Electronics 

Engineering 
2/1/0 3 3 60/40 ESC 

3. 22TA101 Heritage of Tamils 1/0/0 1 1 60/40 HSMC 

4. 22CS201 Data Structures and Algorithms   3/0/2 5 4 50/50 PC 

5. 22IT201  Data Base Management Systems  3/0/2 5 4 50/50 PC 

6. 22AD201 Java Programming 3/0/2 5 4 50/50 PC 

7. 22PH201 Physics  3/0/2 5 4 50/50 BSC 

8. 22EE114 
Basics of Electrical and Electronics 

Engineering Laboratory 
0/0/2 2 1 40/60 ESC 

9. 22MC102 
Mandatory Course-II 

(Environmental Sciences) 
2/0/0 2 0 0/100 MC 

Total 32 25 900  



  

SEMESTER III 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Ext/Int Category 

1. 22GE201 Universal Human Values 3/0/0 3 3 60/40 HSMC 

2. 22MA302 Random Variables and Statistics 3/1/0 4 4 60/40 BSC 

3. 22TA201 Tamils and Technology 1/0/0 1 1 60/40 HSMC 

4. 22AD301 Design and Analysis of Algorithms 1/0/4 5 3 50/50 PC 

5. 22IT302 Web Technology 1/0/4 5 3 50/50 PC 

6. 22CS301 Advanced Java Programming 1/0/4 5 3 50/50 PC 

7. 22AD302 Python Essentials 2/0/2 4 3 50/50 PC 

8. 22MCXXX Mandatory Course-III 2/0/0 2 0 0/100 MC 

Total 29 20 800  

 
 

SEMESTER IV 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Ext/Int Category 

1. 22MA401 
 Optimization and Project   

 Management  
3/1/0 4 4 60/40 BSC 

2. 22IT402  Software Testing  1/0/4 5 3 50/50 PC 

3. 22AD401  Cloud Computing  1/0/4 5 3 50/50 PC 

4. 22CS402  Web Frameworks  1/0/4 5 3 50/50 PC 

5. 22AD402  Data Warehousing and Data Mining   2/0/2 4 3 50/50 PC 

6. 22CS403  Operating Systems  3/0/2 5 4 50/50 PC 

7. 22MCXXX Mandatory Course-IV 2/0/0 2 0 0/100 MC 

Total 30 20 700  

 

 
    

SEMESTER V 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Ext/Int Category 

1.  22AD501 Signals, Systems and Networks 3/0/0 3 3 60/40 ESC 



  

2.  22AD502 Machine Learning 3/0/0 3 3 60/40 PC 

3.  22AD9XX Professional Elective – I 
3/0/0 or 

0/0/6 
3/6 3 

60/40 or 

40/60 
PEC 

4.  22AD9XX Professional Elective – II 3/0/0 3 3 60/40  PEC 

5.  22XXXXX Open Elective – I 3/0/0 3 3 60/40  OEC 

6.  22AD503 Data Science using R 2/0/2 4 3 50/50 PC 

  7. 22AD504 Machine Learning Laboratory 0/0/3 3 1.5 40/60 PC 

  8. 22AD505 Mini Project 0/0/2 2 1 40/60 PW 

Total 24 20.5 800  

 
 

SEMESTER VI 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Ext/Int Category 

1.  22CS701 Internet of Everything  3/0/0 3 3 60/40 ESC 

2.  22AD9XX Professional Elective – III 
3/0/0 or 

0/0/6 
3/6 3 

60/40 or 

50/50 or 

40/60 

PEC 

3.  22AD9XX Professional Elective – IV 3/0/0  3 3 60/40  PEC 

4.  22ADXXX Emerging Elective – I 3/0/0 3 3 60/40 EEC 

5.  22AD601 Deep Learning and its Applications 3/0/2 5 4 50/50 PC 

6.  22AD602 Natural Language Processing 3/0/2 5 4 50/50 PC 

  7. 22CS702 Internet of Everything Laboratory 0/0/3 3 1.5 40/60 ESC 

Total 25 21.5 700  

 

SEMESTER VII 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Ext/Int Category 

1. 22AD701 Data Analytics 3/0/0 3 3 60/40 PC 

2. 22AD702 Data visualization using Tableau 3/0/0 3 3 60/40 PC 

3. 22AD9XX Professional Elective – V 3/0/0 3 3 60/40  PEC 



  

4. 22AD9XX Professional Elective – VI 3/0/0 3 3 60/40  PEC 

5. 22XXXXX Open Elective – II 3/0/0 3 3 60/40  OEC 

6. 22ADXXX Emerging Elective – II 3/0/0 3 3 60/40 EEC 

7. 22AD703 Data Analytics Laboratory 0/0/2 2 1 40/60 PC 

8. 22AD704 Data Visualization Laboratory 0/0/2 2 1 40/60 PC 

9. 22EES01 
Employability Enhancement Skills 

(Summer Internship / Summer Training – 4 weeks) 
2 0/100 EES 

Total 22 22 900  

 
 

SEMESTER VIII 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Ext/Int Category 

1 22AD801 Project 0/0/24 24 12 40/60 PW 

Total 24 12 100  

  

 

 HUMANITIES (8 CREDITS) 

 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Category 

1 22GE201 Universal Human Values 2/0/0 2 3 HSMC 

2 22EN101 Technical Communication Skills 2/0/2 4 3 HSMC 

3 22TA101 Heritage of Tamils 1/0/1 1 1 HSMC 

4 22TA201 Tamils and Technology 1/0/1 1 1 HSMC 

 
 BASIC SCIENCES (24 CREDITS) 
 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Category 

1 22MA102 Mathematics I 3/1/0 4 4 BSC 

2 22CH101 Engineering Chemistry 3/0/2 4 4 BSC 

3 22PH201 Physics  3/0/2 4 4 BSC 

4 22MA202 Mathematics II 3/1/0 4 4 BSC 



  

5 22MA302 Random Variables and Statistics 3/1/0 4 4 BSC 

6 22MA401 
Optimization and Project 

Management 
3/1/0 4 4 BSC 

  
 
 ENGINEERING SCIENCE (11.5 CREDITS) 
 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Category 

1.  22EE111 
Basics of Electrical and Electronics 

Engineering 
2/1/0 3 3 ESC 

2.  22EE114 
Basics of Electrical and Electronics 

Engineering Laboratory 
0/0/2 2 1 ESC 

3.  22AD501 Signals, Systems and Networks 3/0/0 3 3 ESC 

4.  22CS701 Internet of Everything  3/0/0 3 3 ESC 

5.  22CS702 Internet of Everything Laboratory 0/0/3 3 1.5 ESC 

 
PROFESSIONAL CORE (74.5 CREDITS) 

 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Category 

1.  22AD101 Introduction to Artificial Intelligence  3/0/0 3 3 PC 

2.  22IT101 Application Development Practices 3/0/2 5 4 PC 

3.  22CS101 Problem Solving using C++ 3/0/2 5 4 PC 

4.  22CS201 Data Structures and Algorithms  3/0/2 5 4 PC 

5.  22IT201 Data Base Management Systems 3/0/2 5 4 PC 

6.  22AD201 Java Programming 3/0/2 5 4 PC 

7.  22AD301 Design and Analysis of Algorithms 1/0/4 5 3 
 

PC 

8.  22IT302 Web Technology 1/0/4 5 3 PC 

9.  22AD302 Python Essentials 2/0/2 4 3 PC 

10.  22CS301 Advanced Java Programming  1/0/4 5 3 PC 

11.  22AD402 
Data Warehousing and Data  

 Mining 
2/0/2 4 3 PC 



  

12.  22IT402 Software Testing  1/0/4 5 3 PC 

13.  22AD401 Cloud Computing 1/0/4 5 3 PC 

14.  22CS402 Web Frameworks 1/0/4 5 3 PC 

15.  22CS403 Operating Systems 3/0/2 5 4 PC 

16.  22AD502 Machine Learning  3/0/0 3 3 PC 

17.  22AD503 Data Science using R 2/0/2 4 3 PC 

18.  22AD504 Machine Learning Laboratory 0/0/3 3 1.5 PC 

19.  22AD601 Deep Learning and its Applications 3/0/2 5 4 PC 

20.  22AD603 Natural Language Processing 3/0/2 5 4 PC 

21.  22AD702 Data visualization using Tableau 3/0/0 3 3 PC 

22.  22AD704 Data Visualization Laboratory 0/0/2 3 1 PC 

23.  22AD701 Data Analytics 3/0/0 3 3 PC 

24.  22AD703 Data Analytics Laboratory 0/0/2 2 1 PC 

 
 PROFESSIONAL ELECTIVES (18 CREDITS) 
 
 VERTICAL - I CLOUD COMPUTING AND DATA STORAGE TECHNOLOGIES 
 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credits Category 

1.  22CD901 Data Virtualization 0/0/6 3 3 PEC 

2.  22IT901 Cloud Services and Integration 3/0/0 3 3 PEC 

3.  22CY901 Security and Privacy in Cloud 3/0/0 3 3 PEC 

4.  22AD902 Storage Technologies 3/0/0 3 3 PEC 

5.  22CS901 Software Defined Networks 3/0/0 3 3 PEC 

6.  22CB901 Stream Processing 3/0/0 3 3 PEC 

7.  22CD903 Multimedia and Animation 3/0/0 3 3 PEC 



  

 
 
 
   VERTICAL - II APPLIED AI 

 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credits Category 

1. 22IT911 
Intelligent Multiagent and Expert 
Systems 

3/0/0 3 3 PEC 

2. 22AD901 App Development 0/0/6 6 3 PEC 

3. 22CY911 ETL Tools 3/0/0 3 3 PEC 

4. 22CS911 Statistical Pattern Recognition 3/0/0 3 3 PEC 

5. 22CD911 Stochastic and Network Control 3/0/0 3 3 PEC 

6. 22AD911 Bayesian Data Analysis 3/0/0 3 3 PEC 

7. 22AD917 Virtual Reality and Augmented Reality 3/0/0 3 3 PEC 

 
   VERTICAL - III INFORMATION SECURITY 

 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credits Category 

1. 22IT921 Cyber Threats and Vulnerabilities 3/0/0 3 3 PEC 

2. 22IT923 Cyber Physical Systems 3/0/0 3 3 PEC 

3. 22IT924 
Ethical Hacking and Auditing 
Frameworks 

3/0/0 3 3 PEC 

4. 22CY921 Data Privacy and Security 3/0/0 3 3 PEC 

5. 22CY944 Cyber Crime and Forensics 3/0/0 3 3 PEC 

6. 22CY922 Digital and Mobile Forensics 3/0/0 3 3 PEC 

 
VERTICAL – IV NEXT GENERATION AI 
 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credits Category 

1.  22AD931 Generative AI 3/0/0 3 3 PEC 

2.  22AD932 Quantum Artificial Intelligence 3/0/0 3 3 PEC 



  

3.  22AD933 Prompt Engineering 3/0/0 3 3 PEC 

4.  22AD934 Intelligent Robotic Automation 3/0/0 3 3 PEC 

5.  22AD935 Advanced Machine Learning 3/0/0 3 3 PEC 

6.  22AD936 Explainable AI 3/0/0 3 3 PEC 

7.  22AD937 AI for Humanity 3/0/0 3 3 PEC 

8.  22AD938 Autonomous Vehicles and Drones 3/0/0 3 3 PEC 

9.  22AD939 AI for Remote Sensing 3/0/0 3 3 PEC 

 
VERTICAL - V DATA SCIENCE 
 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credits Category 

1.  22AD941 Predictive Analytics 3/0/0 3 3 PEC 

2.  22AD942 Information Extraction and Retrieval 3/0/0 3 3 PEC 

3.  22AD943 
Computational Statistics for Data 
Science 

3/0/0 3 3 PEC 

4.  22AD944 Ethics in Data Science 3/0/0 3 3 PEC 

5.  22AD945 Video Analytics 3/0/0 3 3 PEC 

6.  22AD946 Web and Social Media Mining 3/0/0 3 3 PEC 

7.  22AD947 Business Analytics  3/0/0 3 3 PEC 

8.  22AD948 Speech Processing 3/0/0 3 3 PEC 

9.  22AD949 Risk Analytics 3/0/0 3 3 PEC 

 
VERTICAL - VI EXTENDED REALITY 
 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credits Category 

1. 22AD951 
Virtual Reality in Game 
Development 

3/0/0 3 3 PEC 

2. 22AD952 
Augmented Reality and Video 
Streaming 

3/0/0 3 3 PEC 



  

3. 22AD953 APP Development using VRAR 3/0/0 3 3 PEC 

4. 22AD954 Extended Reality for UX/UI Design 3/0/0 3 3 PEC 

5. 22AD955 Metaverse Technologies 3/0/0 3 3 PEC 

6. 22AD956 
Virtual Reality Design and 
Communication 

3/0/0 3 3 PEC 

7. 22AD957 3D Modeling using VR 3/0/0 3 3 PEC 

8. 22AD958 Sensors and Actuators in AR/VR 3/0/0 3 3 PEC 

9. 22AD959 
Mixed Reality and Advanced 
Systems 

3/0/0 3 3 PEC 

      
  OPEN ELECTIVE COURSES (6 CREDITS) 
    

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Category 

1.  22AD001 
Fundamentals of Database 

Systems 
1/0/4 5 3 OEC 

2.  22AD002 Information Retrieval Techniques 3/0/0 3 3 OEC 

3.  22AD003 
Machine Learning Algorithms in 

Python 
3/0/0 3 3 OEC 

4.  22AD004 Data Visualization using R 3/0/0 3 3 OEC 

5.  22AD005 Introduction to Data Analytics 3/0/0 3 3 OEC 

6.  22AD006 Introduction to Deep Learning 3/0/0 3 3 OEC 

 
 
 EMERGING ELECTIVE COURSES (6 CREDITS) 
 

S.No 
Course 

Code 
Course L/T/P 

Contact 

hrs/week 
Credit Category 

1.  22AD007 Autonomous Systems and Drones 3/0/0 3 3        EEC 

2.  22AD008 Crypto currencies  3/0/0 3 3 EEC 

3.  22AD009 AI in Healthcare Applications 3/0/0 3 3 EEC 

4.  22AD010 Scalable System for Data Science  3/0/0 3 3 EEC 

5.  22AD011 Brain and Neuroscience 3/0/0 3 3 EEC 



  

6.  22AD012 Data Engineering 3/0/0 3 3 EEC 

 
  
   EMPLOYABILITY ENHANCEMENT SKILLS (2 CREDITS) 
 

S.No 
Course 

Code 
Course Duration Credit Category 

1.  22EES01 
Employability Enhancement Skills 

(Summer Internship / Summer Training) 
4 WEEKS 2        EES 

   
 
  MANDATORY COURSES (NON-CREDIT) 
 

S.No Course Code Course Category 

1.  22MC101 Induction Programme MC 

2.  22MC102 Environmental Sciences MC 

3.  22MC103 Soft Skills MC 

4.  22MC104 Management Organizational Behaviour MC 

5.  22MC105 General Aptitude MC  

6.  22MC106 Life Skills and Ethics MC 

7.  22MC107 Stress Management MC 

8.  22MC108 Constitution of India MC 

9.  22MC109 Essence of Indian Traditional Knowledge MC 

10.  22MC110 Biology MC 

 
VALUE ADDED COURSES  
 

S.No Course Code Course Category 

1.  22VA701 
Data Representation and Interpretation using 

Python 
VAC 

2.  22VA702 Android Enterprise VAC 

3.  22VA703 Chatbot Development VAC 

4.  22VA704 Hardware and Troubleshooting VAC 

5.  22VA705 Rapid Development for AI VAC 

6.  22VA706 Robotic Process Automation VAC 

7.  22VA707 Spark and Scala VAC 

8.  22VA130 Effective Communication Skills VAC 

 



  

Scheme of Distribution 

S.NO Stream 
Credits/Semester 

Credits 
AICTE 

 Norms I II III IV V VI VII VIII 

1. Humanities (HSMC) 3 1 4      8 12 

2. Basic Sciences(BSC) 8 8 4 4     24 24 

3. Engineering Sciences(ESC)  4   3 4.5   11.5 29 

4. Professional Core (PC) 11 12 12 16 7.5 8 8  74.5 49 

5. Professional Electives(PEC)     6 6 6  18 18 

6. Open Elective(OEC)     3  3  6 12 

7. Emerging Electives(EEC)      3 3  6  

8. Project work (PW)     1   12 13 15 

9. Employability Skills       2  2  

10. Mandatory Course (MC)         -  

Total 22 25 20 20 20.5 21.5 22 12 163  

AICTE(CSE) 17.5 20.5 23 22 21 22 20 15  159 

 
 
 







































































































































































































































































22CD901 DATA VIRTUALIZATION 3/0/0/3 

Nature of Course: G (Theory Analytical) 

Pre requisites: - 

Course Objectives: 

1. To learn about different Visualization Techniques 

2. To study the Interaction techniques in information visualization fields 

3. To understand various abstraction mechanisms  

4. To create interactive visual interfaces 

Course Outcomes: 

Upon completion of the course, students shall have ability to 

C901.1 Describe about different Virtualization techniques [U] 

C901.2 Understand the Interaction techniques in information virtualization fields [U] 

C901.3 Understand Various abstraction mechanisms [U] 

C901.4 Understand security concerns specific to virtualized environments [U] 

C901.5 Compute interactive virtual interfaces [AP] 

Course Contents:  

 
MODULE I Data Virtualization Tools and Platforms                                                        15 Hours 
Overview of Data Virtualization-Definition and Concepts-Comparison with ETL, Data Warehousing, 
and Data Lakes- Benefits and Challenges Data Virtualization Architecture Components of Data 
Virtualization-Logical vs. Physical Data Integration-Data Sources: Structured, Semi-Structured, and 
Unstructured Data- Overview of Leading Data-Virtualization Platforms-Denodo, IBM Cloud Pak, 
TIBCO, and others-Key Features and Capabilities. 
 
MODULE II Designing and Implementing Data Virtualization Solutions                       15 Hours 
Hands-on with Denodo Platform-Installation and Setup-Creating Data Views and Data Services-
Connecting to Various Data Sources-Data Modeling in Virtualization-Logical Data Models-Data 
Views and Relationships-Best Practices for Data Modeling Query --   Optimization and Performance 
Tuning-Query Federation-Caching Strategies-Performance Monitoring and Optimization Techniques 
Security and Governance in Data Virtualization-Data Access Controls 
 
MODULE III Abstraction in Time And Interactive Systems                                           15 Hours 
Data Masking and Encryption-Compliance and Regulatory Considerations Real-Time Data 
Virtualization-Streaming Data Integration-Use Cases: IoT, Financial Services, Healthcare- 
Integration with Big Data and Cloud Platforms-Integrating with Hadoop, Spark, and Cloud – Data-
Warehouses-Hybrid and Multi-Cloud Data Virtualization- Machine Learning and AI with Data 
Virtualization-Enabling Data Science with Virtualized Data Case Studies: Predictive Analytics and 
Real-Time Insights. 
 

Total Hours: 45 

Text Books: 

1. 
Van der Lans, Rick F, “Data Virtualization for Business Intelligence Systems: Revolutionizing 

Data Integration for Data Warehouses”, 1st Edition, 2012. 

2. 
Davis, Judith R. & Eve, Robert, “Data Virtualization: Going Beyond Traditional Data Integration 

to Achieve Business Agility”, 1st Edition, 2011. 

3. John Wiley & Sons, “Data Virtualization for Dummies”,1st edition, 2015.  



Reference Books: 

1. Moxon, Paul, “Logical Data Warehouse: Design, Architecture, and Technology”, 1st Edition, 

2015. 

2. van der Lans, Rick F,” Data Virtualization: Selected Writings 2009–2019”, 1st Edition, 2019. 

3. McKnight, William, “Information Management: Strategies for Gaining a Competitive Advantage 

with Data”, 1st Edition, 2013. 

Web References: 

1.  http://turing.cs.washington.edu/papers/nips08.pdf 

2.  http://www.barnesandnoble.com/w/computational-visualization-
thomasstrothotte/1111486638 

Online Resources: 

1.  https://www.geeksforgeeks.org/data-virtualization/ 

2.  https://www.javatpoint.com/cloud-computing-data-virtualization 

 

Continuous Assessment 
End 

Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 
 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome 
Bloom’s 

Level 
Assessment Component  

FA (16%) 
[80 Marks] 

C901.1 & C901.2 Understand Quiz 20 

C901.3 & C901.4 Understand Assignment 20 

C901.5 Apply Case Study 40 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 40 40 40 

Apply 40 40 40 

Analyze - - - 

Evaluate - - - 

Create - - - 

 

 

 

http://turing.cs.washington.edu/papers/nips08.pdf
http://www.barnesandnoble.com/w/computational-visualization-thomasstrothotte/1111486638
http://www.barnesandnoble.com/w/computational-visualization-thomasstrothotte/1111486638
https://www.geeksforgeeks.org/data-virtualization/
https://www.javatpoint.com/cloud-computing-data-virtualization


Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 

 End Semester 
Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 

(60 Marks) 

FA 1 (40 Marks) 

SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - I 

(20 Marks) 

Component - II 

(20 Marks) 

Component - 
I 

(20 Marks) 

Component - II 

(20 Marks) 

 

Course 

Outcome 

(CO) 

 

Programme Outcomes (PO) 

Programme 

Specific 

Outcomes 

(PSO) 

1 2 3 4 5 6 7 8 9 10 11 12   1  2 3 

C901.1 2           1   1 

C901.2 2 2 2 1 1       1 2 2 1 

C901.3 2 2  2 1 1       1 2 2 1 

C901.4 2 2  2 1 1       1 3 2 1 

C901.5 2 2  2 1 1       1 3 2 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22IT901 CLOUD SERVICES AND INTEGRATION 3/0/0/3 

Nature of Course F (Theory Programming) 

Prerequisites: Operating Systems 

Course Objectives: 

1 To understand the evolution of AWS from the existing technologies. 

2 To practice PuttyGen Environment Setup and Configuration. 
3 To team the necessary skills for design, develop and deploy services in core cloud services. 
4 To learn basic and advanced linux commands. 

5 To provide the perfect security for the entire infrastructure. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C901.1 Illustrate cloud benefits using Amazon Web Services. [U] 

C901.2 Deploy applications using PuttyGen Environment set up. [AP] 

C901.3 Identify an appropriate solution using AWS Cloud services for various use 
cases. 

[AP] 

C901.4 Explain the concept of Virtual Network Configuration, IAM, load balancing and 
scaling. 

[AP] 

C901.5 Practice basic and advanced Linux commands and Interpret the network 
security concepts in NAT, VPC and Routing policies. 

[AP] 

Course Contents: 
 
Module I: Introduction to Cloud and Application deployment                                 15 Hours 

Use case definition and application design-Introduction to cloud –Benefits of Cloud- Environmental Setup 

- Amazon Web services Overview – creating an AWS free account – AWS free tier features – AWS 

Management Console – Accessing AWS Management console -Regions and Availability Zones -AWS 

support-Application deployment-WinSCP – Putty-PuttyGen-ppk – pem -Application Environment Setup 

– nginx/httpd -web server configuration. 

Module II: Core cloud service                                                                                          15 Hours 

Elastic Compute Cloud (EC2) Service - EC2 Instance life cycle hooks - Amazon Elastic Block Store 

(Amazon EBS) : Features -  data services -optimized instances - Amazon Cloud Watch metrics for 

Amazon EBS -  Event Bridge for Amazon EBS. Supply Chain Management (SCM) - Functions of Supply 

Chain Management - Elements - Model Types - Instance of SCM. Introduction to Simple Storage Service 

– Static web site hosting. 

Module III: Linux basics and Network Security                                   15 Hours 

Virtual Network Configuration/Setup - Identity and Access Management - load balancing - scaling - Linux 

basics and advanced commands -grep commands-NAT Instance – NAT Gateway- Virtual private Cloud 

(VPC) - VPC Peering and VPC End Points - VPC Flow Logs-Security Groups-Cloud Front-Registering a 

domain-Weighted Routing Policy-Latent Routing policy -Application integration and setup SSM 

parameter. 

                                                                                                          Total Hours: 45 

Text Books: 

1 Mark Wilkins,”Learning Amazon Web Services (AWS): A Hands-On Guide to the 
Fundamentals of AWS Cloud”, 1st Kindle Edition,2019. 



2 Andrew Mallett Mokhtar Ebrahim ,”Mastering Linux Shell Scripting - Second Edition: A 
practical guide to Linux command-line, Bash scripting, and Shell programming”, 2nd Edition 
Paperback ,2018. 

Reference Books: 

1 John Culkin, Mike Zazon ,”AWS Cookbook: Recipes for Success on AWS “,1st  Edition 2022. 

2 Daniel J. Barrett,“Linux Pocket Guide”, O'Reilly Media, 3rd edition.2016. 

Web References: 

1 https://www.cloudflare.com/learning/cloud/what-is-a-virtual-private-cloud/ 

2 https://docs.aws.amazon.com/whitepapers/latest/aws-overview/introduction.html 

3 https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AmazonEBS.html 

 

Continuous Assessment 
End 

Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component  
FA (16%) 

[80 Marks] 

C901.1 Apply Quiz  20 

C901.2 Understand Tutorial 20 

C901.3 Apply 
Presentation 

20 

C901.4 Analyze 

C901.5 Apply Case Study 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 40 40 40 

Analyze 10 10 10 

Evaluate - - - 

Create - - - 

 
 
 
 
 
 



Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 
 End Semester 
Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 

(60 Marks) 

FA 1 (40 Marks) 
SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - I 

(20 Marks) 

Component - II 

(20 Marks) 

Component - I 

(20 Marks) 

Component - II 

(20 Marks) 

 

 

Course Outcome 
(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C901.1 2 1 3 3 3 2      3 2 3 3 

C901.2 1 2 3 3 3 2  2   2 3 2 3 3 

C901.3 2 2 3 3 2 2  2   2 3 2 3 3 

C901.4 2 1 3 3  2      3 2 3 3 

C901.5 2 1 2 3 2 2  2    3 2 3 3 

C901 2 2 3 3 3 2  2   2 3 2 3 3 
 

3 Strongly agreed 2 Moderately agreed 1 Reasonably agreed 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

Text Books: 

1. 
Tim Mather, Subra Kumara swamy,Shahed Latif,“Cloud Security and Privacy: An Enterprise 
Perspective on Risks and Compliance” O'ReillyMedia; 1edition [ISBN:0596802765], 2009 

Reference Books: 

1. RonaldL.Krutz, Russell Dean Vines, “CloudSecurity” [ISBN:0470589876],2010. 

2. 
John Rittinghouse, James Ransome, “Cloud Computing” CRC Press; 1 edition [ISBN:1439806802], 
2009. 

Web References: 

1. https://cloud.google.com/learn/what-is-cloud-data-security 

2. https://www.flexential.com/resources/blog/cloud-data-privacy 

3. https://techbeacon.com/security/cloud-security-data-privacy-essentials-why-they-matter 

22CY901 SECURITY AND PRIVACY IN CLOUD 3/0/0/3 

Nature of Course C (Theory Concept) 

Pre requisites Nil 

Course Objectives: 

1. To give an outline on the components of cloud 

2. To understand the types of security in cloud  

3. To understand the various privacy issues in cloud  

Course Outcomes 

Upon completion of the course, students shall have ability to 

C901.1 Understand the basic components of cloud & Security in the cloud . [R] 

C901.2 Illustrate   the Infrastructure Security and Data Security in cloud  [R] 

C901.3 Understand  the concepts of Identity and Access Management [U] 

C901.4 Identify the storage and security  management in the cloud. [AN] 

C901.5 Illustrate the privacy issues in could environment [AP] 

Course Contents:  
MODULE 1                                            15 Hours 
Introduction to cloud and Infrastructure security :    What Is Cloud Computing: Cloud Computing 
Defined, The SPI Framework for Cloud Computing, Relevant Technologies in Cloud Computing, The 
Traditional Software Model,The Cloud Services Delivery Model, Cloud Deployment Models, Key Drivers to 
Adopting the Cloud, The Impact of Cloud Computing on Users, Governance in the Cloud, Barriers to Cloud 
Computing Adoption in the Enterprise.  Infrastructure Security: Infrastructure Security: The Network Level, 
Infrastructure Security: The Host Level, Infrastructure Security: The Application Level 
 
MODULE 2                                                                                                                                      15 Hours 
Data Security and Access Management : Aspects of Data Security, Data Security Mitigation, Provider 
Data and Its Security  Trust Boundaries and IAM, Why IAM?,IAM Challenges, IAM Definitions, IAM 
Architecture and Practice, Getting Ready for the Cloud, Relevant IAM Standards and Protocols for Cloud 
Services,  IAM Practices in the Cloud, Cloud Authorization Management, Cloud Service Provider IAM 
Practice 
 
MODULE 3                                                                                                                                 15 Hours 
Security Management and Privacy Issues in the Cloud Security Management Standards, Security 
Management in the Cloud Availability Management, SaaS Availability Management PaaS Availability 
Management, IaaS Availability Management, Access Control, Security Vulnerability, Patch, and 
Configuration Management. What Is Privacy, What Is the Data Life Cycle, What Are the Key Privacy 
Concerns in the Cloud, Who Is Responsible for Protecting Privacy, Changes to Privacy Risk Management 
and Compliance in Relation to Cloud Computing.,Laws and Regulations 

Total Hours 45  



 

Online Resources: 

1. https://www.coursera.org/courses?query=cloud%20security 

2. https://iisecurity.in/courses/cloud-computing-security-course 

 

Continuous Assessment 

End 
Semester 

Examination 
Total Formative 

Assessment 
Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C901.1 Remember Assignment 20 

C901.2 Analyze Case Study 20 

C901.3 Analyze Group Assignment 20 

C901.5 Apply Quiz 20 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 

[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember - - - 

Understand 30 30 30 

Apply 20 20 20 

Analyze 30 30 30 

Evaluate - - - 

Create 20 20 20 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 
 End Semester 

Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

Component-I 
(20 Marks) 

Component - II 
(20 Marks) 

 
 
 
 
 
 



Course Outcomes (CO) 
Programme Outcomes (PO) 

Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 
1
0 

1
1 

12 1 2 3 

C901.1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

C901.2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

C901.3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

C901.4 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

C901.5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22AD902 STORAGE TECHNOLOGIES 3/0/0/3 

Nature of Course D (Theory Application) 

Prerequisites Data base systems, Computer Architecture 

Course Objectives: 

1. To discuss the basic principles of data storage and retrieval. 

2. To analyze storage architecture; understand logical and physical components of storage 

Infrastructure. 

3. To describe storage networking technologies such as FC-SAN, NAS, IP-SAN and data 

archival solution –CAS. 

4. To understand and articulate business continuity solutions including, backup and recovery 

technologies. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C902.1 Illustrate Information Storage architecture and Information Management U 

C902.2 Understand the Components of an Intelligent Storage System and Third Platform 

Technologies. 
U 

C902.3 Analyze the architecture and working of Fibre Channel and compare Fibre Channel 

with other storage protocols 
AN 

C902.4 Implement NAS hardware for specific needs and demonstrate the file sharing 

protocols. 
AP 

C902.5 Implement and manage backup and recovery processes effectively. AP 

Course Contents: 

 

STORAGE SYSTEM                                                                                                                   15 Hours 

Introduction to Information Storage and Management: Information Storage - Evolution of Storage 

Technology and Architecture - Data Center Infrastructure - Key Challenges in Managing Information - 

Information Lifecycle. Storage System Environment: Components of a Storage System Environment - 

Disk Drive Components - Disk Drive Performance. RAID: Implementation of RAID - RAID Array 

Components - RAID Levels - RAID Comparison - RAID Impact on Disk Performance. Intelligent Storage 

System: Components of an Intelligent Storage System - Intelligent Storage Array. Third Platform 

Technologies: Cloud computing and its essential characteristics - Cloud services and cloud deployment 

models - Big data analytics, Social networking and mobile computing. 



STORAGE NETWORKING TECHNOLOGIES                                                                           15 Hours 

Direct-Attached Storage and Introduction to SCSI: Types of DAS - DAS Benefits and Limitations - Disk 

Drive Interfaces - Introduction to Parallel SCSI - SCSI Command Model. Fibre Channel: Overview - The 

SAN and Its Evolution - FC Connectivity - Fibre Channel Ports - Fibre Channel Architecture - Zoning, 

Fibre Channel Login Types. Network-Attached Storage: General-Purpose Servers vs. NAS Devices - 

Benefits of NAS - NAS File I/O - Components of NAS - NAS Implementations - NAS File-Sharing 

Protocols - NAS I/O Operations. IP SAN: iSCSI - FCIP. Content-Addressed Storage: Fixed Content and 

Archives - Types of Archives - Features and Benefits of CAS - CAS Architecture - Object Storage and 

Retrieval in CAS. 

STORAGE VIRTUALIZATION                                                                                                   15 Hours 

Storage Virtualization: Forms of Virtualization - SNIA Storage Virtualization Taxonomy - Storage 

Virtualization Configurations - Storage Virtualization Challenges - Types of Storage Virtualization. 

Introduction to Business Continuity: Information Availability - BC Terminology - BC Planning Lifecycle - 

Failure Analysis - Business Impact Analysis - BC Technology Solutions. Backup and Recovery: Backup 

Purpose - Backup Considerations - Backup Granularity - Recovery Considerations - Backup Methods - 

Backup Process - Backup and Restore Operations - Backup Topologies - Backup Technologies. Local 

Replication: Source and Target - Uses of Local Replicas - Data Consistency - Local Replication 

Technologies - Restore and Restart Considerations - Management Interface. 

                                                                                                          Total Hours: 45 

Text Books: 

1. EMC Corporation, “Information Storage and Management”, Wiley India, 3rd Edition, 2020.  

2. Morgan Kaufmann, "Storage Systems", 2nd edition, October 2021. 

3. McGraw Hill, "Storage Networks: The Complete Reference" 2nd edition, Dec 2020. 

Reference Books: 

1. IBM, “Introduction to Storage Area Networks and System Networking”, 5th edition, November 

2017. 

2. Robert Spalding, “Storage Networks: The Complete Reference”, Tata McGraw Hill, Osborne, 

6th reprint 2019. 

Web References: 

1. https://aws.amazon.com/training/learn-about/storage/ 

2. https://www.ibm.com/storage/virtualization 

 
 
 
 
 



 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model 

Course 

Outcome 

Bloom’s 

Level 

Assessment Component (Choose and 

map components from the list - Quiz, 

Assignment, Case Study, Seminar, 

Group Assignment) 

FA (16%) 

[80 Marks] 

C902.1 Understand Quiz  20 

C902.2 Understand Tutorial 20 

C902.3 Analyze 
Group Assignment 

20 
C902.4 Apply 

C902.5 Apply Presentation 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 

[120 Marks] End Semester Examination (60%) 

[100 Marks] CIA1 : [60 

Marks] 

CIA2 : [60 

Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks]  End 

Semester 

Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component - I 
(20 Marks) 

Component - 
II 

(20 Marks) 

 
 

Continuous Assessment 

End 
Semester 

Examination 
Total Formative 

Assessment 
Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 



Course Outcome 

(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C902.1 3 3 2 2 3 3 3 3 1 1 2 2 2 3 3 

C902.2 3 3 3 3 2 2 2 3   2 3 3 3 2 

C902.3 3 3 2 2 3 3 3 3 1 1 2 2 3 2 2 

C902.4 3 3 3 3 2 2 2 3   2 3 2 2 3 

C902.5 3 3 2 2 3 3 3 3   2 2 3 3 2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22CS901 SOFTWARE DEFINED NETWORKS 3/0/0/3 

Nature of Course D (Theory Application) 

Pre requisites Computer Networks 

Course Objectives: 

1. To outline the fundamentals of software defined networks. 

2. To identify the separation of the data center and controller of SDN. 

3. To examine the SDN Programming. 

4. To demonstrate the various applications using SDN Framework. 

5. To gain knowledge about the languages and tools used for SDN. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C901.1 Analyze the evolution of software defined networks. [AP] 

C901.2 Illustrate the various components of SDN data center networks. [U] 

C901.3 Design and develop various applications using SDN programming. [AP] 

C901.4 Construct the knowledge about various controllers of SDN. [AP] 

C901.5 Analyze real time networks using Virtual Programming Tools and SDN 
Frameworks. 

[A] 

Course Contents: 
MODULE I Introduction                                                                                                             15 Hours 
History of Software Defined Networking (SDN) - Modern Data Center - Traditional Switch Architecture- 
Why SDN - Evolution of SDN - How SDN Works - Centralized and Distributed Control and Date Planes- 
Open Flow Specification - Drawbacks of Open SDN - SDN via APIs - SDN via Hypervisor- Based 
Overlays - SDN via Opening up the Device - SDN Controllers - General Concepts. 
 
MODULE II Data Center and Programming                                                                             15 Hours 
Multitenant and Virtualized Multitenant Data Center - SDN Solutions for the Data Center Network - 
VLANs - EVPN - VxLAN - NVGRE - Programming SDNs: Northbound Application Programming 
Interface - Current Languages and Tools - Composition of SDNs. 
 
MODULE III Applications                                                                                                          15 Hours 
Implementation and Applications-Juniper SDN Framework - IETF SDN Framework - Open Daylight 
Controller - Floodlight Controller - Bandwidth Calendaring - Data Center Orchestration. Case Study: 
Performance of an OpenFlow Controller using Mininet. 

                    Total Hours: 45 Hours 

Text Books: 

1. Paul Goransson and Chuck Black, Software Defined Networks: A Comprehensive 
Approach, 2nd Edition, Morgan Kaufmann, 2016. 

2. William Stallings, Foundations of Modern Networking‖, Pearson Ltd., 2016. 

3. Thomas D. Nadeau, Ken Gray, SDN: Software Defined Networks, O'Reilly 
Media, 2013. 

Reference Books: 

1. SiamakAzodolmolky, Software Defined Networking with Open Flow, Packet Publishing, 2013. 

2. VivekTiwari, “SDN and OpenFlow for Beginners”, Amazon Digital Services, Inc., ASIN: 2013. 

3. Fei Hu, Editor, Network Innovation through Open Flow and SDN: Principles and Design, CRC 
Press, 2014. 

 

Web References: 

1. https://cse.iitkgp.ac.in/~smisra/theme_pages/sdn/index.html 

2. http://www.openflow.org, 2015. 

3. https://www.cs.fsu.edu/~xyuan/cis5930/ 

Online Resources: 

1. https://www.coursera.org/learn/sdn 

2. https://www.edx.org/course/introduction-to-software-defined-networking 

https://www.coursera.org/learn/sdn


 
 

Continuous Assessment 

End 
Semester 

Examination 
Total Formative 

Assessment 
Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, 

Assignment, Case study, Seminar, Group 
Assignment) 

FA (16%) 
[80 Marks] 

C901.1 Apply 
 

Quiz  
 

20 
 C901.2 

C901.3 Apply Assignment  20 

C901.4  
Create 

Case Study 
40 

C901.5 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 50 50 50 

Analyse - - - 

Evaluate - - - 

Create - - - 

 

 

 

 

 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 

Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component 
- I 
(20 

Marks) 

Component – 
II 

(20 Marks) 

 



Course Outcome 
(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C901.1 3 3 3 2 1       1 3 2 1 

C901.2 3 3 3 2 1       1 3 2 1 

C901.3 3 3 3 2 1       1 3 2 1 

C901.4 3 3 3 2 1       1 3 2 1 

C901.5 3 3 3 2 1       1 3 2 1 

C901 3 3 3 2 1       1 3 2 1 
 

3 Strongly agreed 2 Moderately agreed 1 Reasonably agreed 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22CB901 STREAM PROCESSING 3/0/0/3 

Nature of Course  D (Theory Application) 

Pre requisites  NIL 

Course Objectives: 

1. To introduce data processing terminology, definition & concepts 

2. To define different types of Data Processing 

3. To apply the concepts of Real-time Data processing 

4. 
To select appropriate structures for designing and running real-time data 
services in a business environment 

5. 
To illustrate the benefits and drive the adoption of real-time data services to 
solve real world problems 

Course Outcomes 

Upon completion of the course, students shall have ability to 

C901.1 Introduce fundamental data processing terminology and concepts. [U] 

C901.2 Define and differentiate between types of data processing. [U] 

C901.3 Apply the principles and significance of real-time data processing. [AP] 

C901.4 Teach how to design and implement real-time data services in 
business. 

[AP] 

C901.5 Illustrate the benefits of real-time data services for solving business 
problems. 

[A] 

Course Contents:  
 

Module 1                                                                                                           (15 Hours) 
 
Introduction to Data Processing, Stages of Data processing, Data Analytics, Batch 
Processing, Stream processing, Data Migration, Transactional Data processing, Data 
Mining, Data Management Strategy, Storage, Processing, Integration, Analytics, Benefits 
of Data as a Service, Challenges. Introduction to Big data, Big data infrastructure, Real-
time Analytics, Near real-time solution, Lambda architecture, Kappa Architecture, Stream 
Processing,Understanding Data Streams, Message Broker, Stream Processor, Batch & 
Real-time ETL tools, Streaming Data Storage. 
 
Module 2                                                                                                           (15 Hours) 
 
Relational Model, Document Model, Key-Value Pairs, NoSQL, Object-Relational 
Mismatch, Many to-One and Many-to-Many Relationships, Network data models, Schema 
Flexibility, Structured Query Language, Data Locality for Queries, Declarative Queries, 
Graph Data models, Cypher Query Language, Graph Queries in SQL, The Semantic Web, 
CODASYL, SPARQL. Apache Kafka, Kafka as Event Streaming platform, Events, 
Producers, Consumers, Topics, Partitions, Brokers, Kafka APIs, Admin API, Producer 
API, Consumer API, Kafka Streams API, Kafka Connect API. 
 
 

Module 3                                                                                                             (15 Hours) 
 

Structured Streaming, Basic Concepts, Handling Event-time and Late Data, Fault-tolerant 
Semantics, Exactly-once Semantics, Creating Streaming Datasets, Schema Inference, 
Partitioning of Streaming datasets, Operations on Streaming Data, Selection, Aggregation, 
Projection, Watermarking, Window operations, Types of Time windows, Join Operations, 
Deduplication 

Total Hours 45  



Text Books: 

1.  Streaming Systems: The What, Where, When and How of Large-Scale Data 
Processing by Tyler Akidau, Slava Chemyak, Reuven Lax, O’Reilly publication  

2.  Designing Data-Intensive Applications by Martin Kleppmann, O’Reilly Media 

3.  Practical Real-time Data Processing and Analytics : Distributed Computing and 
Event Processing using Apache Spark, Flink, Storm and Kafka, Packt Publishing 

Reference Books: 

1.  "Stream Processing with Apache Flink" by Fabian Hueske & Vasiliki Kalavri 

2.  "Fundamentals of Stream Processing" by Henrique C. M. Andrade, Buğra 
Gedik, and Deepak S. Turaga 

Web References: 

1.  https://spark.apache.org/docs/latest/streaming-programming-guide.html  

2.  Kafka.apache.org 

Online Resources: 

1.  https://nightlies.apache.org/flink/flink-docs-release-1.16/ 

2.  https://www.cambridge.org/core/books/fundamentals/stream-processing 

 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

tTotal 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 

Outcome 

Bloom’s 

Level 
Assessment Component  

FA (16%) 

[80 Marks] 

C901.1  Understand  Online Quiz  20 

C901.2  Understand Presentation  20 

C901.4 & 
C901.3 

Apply  Assignment  20 

C901.5  Analyze  Case Study  20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 

[120 Marks] 
End Semester Examination 

(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20  20  20 

Understand 20  20  20 

Apply 30  30  30 

Analyse 30  30  30 

Evaluate - - - 

https://www.cambridge.org/core/books/fundamentals/stream


Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks]  End 

Semester 

Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - I 

(20 Marks) 
Component - II 

(20 Marks) 

Component - I 

(20 Marks) 
Component - II 

(20 Marks) 

 
 

Course Outcomes 
(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C901.1  2  3  1  -  1  -  -  -  -  -  -  -  1  2  2 

C901.2  1  2  2  -  2  2  -  -  -  -  -  -  2  1  1 

C901.3  3  3  3  3  3  1  -  -  -  -  -  -  3  3  1 

C901.4  1  1  2  -  1   -  -  -  -  -  -  1  1  1 

C901.5  2  1  2  2  1  3  -  -  -  -  -  -  2  1  2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22CD903 MULTIMEDIA AND ANIMATION 3/0/0/3 

Nature of Course: D (Theory Application) 

Prerequisites:  - 

Course Objectives: 

1. To grasp the fundamental knowledge of Multimedia elements and systems 

2. To get familiar with Multimedia file formats and standards 

3. To learn the process of Authoring multimedia presentations 

4. To learn the techniques of animation in 2D and 3D  

5. To explore different popular applications of multimedia 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C903.1 Understand the context of Multimedia and its standards [U] 

C903.2 
Examine the different types of media elements of different formats on content 
pages 

[AP] 

C903.3 
Illustrate 2D and 3D creative and interactive presentations for different target 
multimedia applications. 

[AP] 

C903.4 
Analyze the complexity of multimedia applications in the context of cloud, security 

and social networking 
[AN] 

C903.5 Apply different standard animation techniques for real time applications [AP] 

Course Contents: 

 

Module I MULTIMEDIA FILE FORMATS AND STANDARDS                                                            15 Hours 

Definitions – Elements - Multimedia Hardware and Software - Distributed multimedia systems – Challenges - 
Multimedia metadata - Multimedia databases – Hypermedia - Multimedia Learning - File formats – Text and 
Image file formats - Graphic and animation file formats - Digital audio and Video file formats - Color in image 
and video - Color Models - Multimedia data and file formats for the web. 
 
Module II MULTIMEDIA AUTHORING AND APPLICATIONS                                                             15 Hours 
Authoring metaphors - Card and Page Based Tools - Icon and Object Based Tools - Time Based Tools - 
Cross Platform Authoring Tools - 3D Modeling and Animation Tools – Image, Audio Editing, Movie  Tools - 
Creating interactive presentations - Multimedia Big data computing, social networks, surveillance - Multimedia 
Cloud Computing - Multimedia ontology. 

Module III ANIMATION                                                                                                            15 Hours 
Principles of animation - staging, squash and stretch - Timing, onion skinning, secondary action - 2D, 2 ½ D 
and 3D animation - Animation techniques: Keyframe, Morphing, Inverse Kinematics, Hand Drawn, Character 
rigging, Vector animation, Stop motion, Motion graphics - Fluid Simulation - Skeletal animation - Skinning 
Virtual Reality and Augmented Reality. 

 

                                                                                         Total Hours: 45  

  



Text Books: 

1.  Ze-Nian Li, Mark S. Drew, Jiangchuan Liu, “Fundamentals of Multimedia”, 3rd Edition, Springer, 
2021. 

2.  John M Blain, “The Complete Guide to Blender Graphics: Computer Modeling & Animation”, CRC 
press, 3rd Edition, 2016. 

3.  Gerald Friedland, Ramesh Jain, “Multimedia Computing”, Cambridge University Press, 2018. 

Reference Books: 

1. Prabhat K.Andleigh, Kiran Thakrar, “Multimedia System Design”, Pearson Education, 1st Edition, 
2015 

2. Mark Gaimbruno, “3D Graphics and Animation”, 2nd Edition, New Riders, 2002. 

3. Mohsen Amini Salehi, Xiangbo Li, “Multimedia Cloud Computing Systems”, Springer Nature, 1st 
Edition, 2021. 

4. Rick parent, “Computer Animation: Algorithms and Techniques”, Morgan Kauffman, 3rd Edition, 
2012. 

Web References: 

1. https://www.ucl.ac.uk/slade/know/3396 

2. https://developer.android.com/training/animation/overview 

3. https://opensource.com/article/18/2/open-source-audio-visual-production-tools 

4. https://camstudio.org// 

Online Resources: 

1. https://www.coursera.org/learn/digitalmedia 

2. https://nptel.ac.in/courses/117105083 

3. https://onlinecourses.swayam2.ac.in/ntr20_ed15/preview 

 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component  
FA (16%) 

[80 Marks] 

C903.1, 
C903.2 

Understand  Quiz  
 

20 
 

C903.3 Apply  Assignment 20 

C903.4 Analyze Case study 20 

C903.5 Apply  Assignment 20 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 40 20 30 

Apply 40 40 40 

Analyse - 20 10 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 



Evaluate - - - 

Create - - - 

 
 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester Examination 
(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 

Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component 
- I 
(20 

Marks) 

Component – 
II 

(20 Marks) 

 
 

Course Outcome 
(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C903.1 3 2 2 2        2 2 2 2 

C903.2 3 2 2 2        2 2 2 2 

C903.3 3 2 2 2 2 2 2 2    2 2 2 2 

C903.4 3 2 2 2  2 2 2    2 2 2 2 

C903.5 3 2 2 2 2 2 2 2    2 2 2 2 

 
 
 



22IT911 INTELLIGENT MULTIAGENT AND EXPERT SYSTEMS 3/0/0/3 

Nature of Course C (Theory Concept) 

Pre requisites Nil 

Course Objectives: 

1. 
To comprehend, the concept of agents, intelligent agent systems, design 
architectures, agent communication, interaction protocols, key types of possible 
multi-agent system interaction and agreement 

2. 
To comprehend, the concept of expert system, expert system architecture, 
production rules and -implementation tools 

3. 
To apply the principles and methods of intelligent multi-agents and expert 
systems 

4. 
To synthesize multi-agent expert systems to solve small or large scale real life 
problems 

Course Outcomes 

Upon completion of the course, students shall have ability to 

C911.1 

Understand the nation of an agent, intelligent agent systems 
characteristics and the structure of agent, how agents are distinct 
from other software paradigms and typical applications of agent 
based technology 

[R] 

C911.2 
Design intelligent agents that can effectively cooperate in order to 
solve problems 

[AP] 

C911.3 
Apply the concepts of agent communication, interaction protocols, 
multi-agent interactions and agreements 

[AP] 

C911.4 
Build agents capable of intelligent autonomous actions using 
appropriate methodologies 

[AN] 

C911.5 
Understand the concept of expert system, models, production 
rules, implementation tools and existing system models for 
developing an expert system 

[U] 

Course Content 
Module I Introduction and Design of Intelligent Agent                                        15 Hours 
Agents and Environment; Performance measure; Nature of Environment; Abstract and 
Concrete Architecture for intelligent agents; Problem solving and planning: Result sharing, 
Task sharing and Distributed planning Deductive reasoning agents: AgentO, Practical 
Reasoning Agents: HOMER architecture; Reactive agents: Subsumption architecture; 
Hybrid agents: Touring Machines, InteRRaP. 
  
Module II Multi-Agent Communication, Interaction and Agreement Protocols 15 Hours 
Agent Communications: Knowledge Query and manipulation Language (KQML), 
Knowledge Interchange Format (KIF), Ontology, Coordination protocols, Cooperation 
Protocols, Contract Net, Blackboard Systems, Negotiation, Multi-agent Belief Maintenance, 
Market Mechanisms.  Classifying multi-agent interactions: Multi-agent Encounters Equilibria 
- Competitive and zero-sum and other interactions; Cooperation: the Prisoner's dilemma 
and Axelrod's experiments; Reaching Agreements: Interactions between self-interested 
agents- auctions & voting systems negotiation - Argumentation; Interactions between 
benevolent agents: Cooperative Distributed Problem Solving (CDPS), partial global 
planning; coherence and coordination 
 
Module III Multi Agent Methodologies and Expert System Models                     15 Hours 
Agent Methodologies- Mobile agents; Typical application areas of agent systems: Business 
Process Management, Distributed Sensing, Information Retrieval and Management, 
Electronic Commerce, Human-Computer Interfaces, Social Simulation etc. Expert Systems: 
Introduction, Architecture, Production rules and inference, Basic forms of inference: 



Text Books: 

1. 
Michael Wooldridge, “An Introduction to Multi Agent Systems", Second Edition, 
Wiley, 2009. 

2. 
G. Weiss (ed.), "Multi-Agent Systems A Modern Approach to Distributed Artificial 
Intelligence", 2nd Edition, MIT Press, 2013.  

3. Dan W. Patterson, "Introduction to AI & Expert System", PHI, 2007 

Reference Books: 

1. 
Stuart Russell and Peter Norvig, “Artificial Intelligence - A Modern Approach", 3rd 
edition, Prentice Hall, 2011. 

2. 
D. Poole and A. Mackworth, "Artificial Intelligence: Foundations of Computational 
Agents", Cambridge University Press, 2010 

3. 
Yoav Shoham and Kevin Leyton-Brown, "Multiagent Systems: ", Cambridge 
University Press, 2009. 

Web References: 

1. https://www.sciencedirect.com/journal/expert-systems-with-applications 

2. https://artint.info/3e/html/ArtInt3e.bib.html 

3. https://onlinelibrary.wiley.com/journal/14680394 

Online Resources: 

1. https://en.wikipedia.org/wiki/Multi-agent_system 

2. https://dl.acm.org/doi/10.5555/1695886 

3. https://www.umsl.edu/~joshik/msis480/chapt11.htm 

 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

tTotal 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 

Outcome 

Bloom’s 

Level 
Assessment Component  

FA (16%) 

[80 Marks] 

C911.2 Apply Assignment 20 

C911.5 Understand Quiz 20 

C911.1 
C911.3 

Apply Case Study 20 

C911.4 Analyse Certification 20 

 

abduction; deduction; induction. Rule-based representations (with backward and forward 
reasoning); logic-based representations (with resolution refutation) 
 

Total Hours 45  



Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 

[120 Marks] 
End Semester Examination 

(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 10 - 10 

Understand 20 20 20 

Apply 60 50 40 

Analyse 10 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks]  End 

Semester 

Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - I 

(20 Marks) 
Component - II 

(20 Marks) 

Component - I 

(20 Marks) 
Component - II 

(20 Marks) 

 
 

Course Outcomes 
(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C911.1 2  2  2  2  1  2  2  -  -  -  -  1 2 2 2 

C911.2 3  3  2  3  1  1  3  -  -  -  -  1 2 2 2 

C911.3 3  3  2  2  1  1  2  -  -  -  -  1 2 2 2 

C911.4 3  3  2  3  1  2  2  -  -  -  -  1 2 3 2 

C911.5 3  2  2  2  1  2  3  -  -  -  -  1 3 2 2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22AD901 APP DEVELOPMENT 0/0/6/3 

Nature of Course M (Practical Application) 

Pre-Requisite Cloud Computing 

Course Objectives: 

1 To discuss the essence of front-end development skills. 

2 To impart the knowledge of React components used in Spring boot development platforms. 

3 Ability to understand and use Setup Cloud API. 

4 To deploy and test the React App used in Spring Boot. 

5 To learn the Spring Cloud concepts using Docker. 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C901.1 Identify the basic concepts and design issues of React. [R] 

C901.2 Understand the principles of process and Spring boot. [U] 

C901.3 Illustrate the approaches in scheduling and Spring Cloud to apply in real world 
problems. 

[AP] 

C901.4 Apply concepts of Micro services Communication to the issues that occur in Real 
time applications. 

[AP] 

C901.5 Identify issues related to Docker, API Gateway. [AP] 

C901.6 Examine common React, Availability and Scalability. [A] 

Course Contents: 

REACT INTRODUCTION - Components, Routes, State, Props, hooks, Higher Order Functions, Axios and 

Services, Ant Design. Redux: Core Concept, Data Flow, Store, Actions, Pure function, Reducers, 

Devtools, Middleware, Webpack, Redux Integration. Spring boot: Annotations, Beans, Configuration, 

HTTP Methods, Crud, Postman Overview. Spring Security: Authentication, Authorization, Security 

Implementation. Configure Security, Authentication Manager, HTTP Security, Circular Reference Error. 

JWT Implementation: JWT Overview, JWT Libraries, Helper Methods, Token Generation and Validation, 

Implementing JWT Authorization, Filter. OAUTH Implementation: Introduction, Sample flow, 

Authorization code grant type flow, Implicit grant flow, Password Grant Type flow, Client, Credential Grand 

type flow, Refresh token Grand type flow, Validating token,Oauth2 integration with Spring Security. 

Building Micro services : Monolith Architecture and Challenges of Monolith Architecture, 

What is Micro services & How It Solves the Challenges of Monolith Architecture, Micro services 

Architecture Benefits and Best Practices, Understanding Spring Cloud and It's Important Modules, 

Micro service Applications and It's Port Mapping  

 

MICROSERVISES COMMUNICATION OVERVIEW - Micro services Communication using Rest 

Template, Micro services Communication using Web Client, Micro services Communication using Spring 

Cloud Open Feign - Understanding service Registry –   

Spring Cloud Netflix Eureka Server Implementation, Update on Using Spring Boot 3 Version, Register 

Micro service as Eureka Client, Update on using Spring Boot 3 Version, Register Micro service as Eureka 

Client, Running Multiple Instances of Micro service, Load Balancing with Eureka, Open Feign and Spring 

Cloud Load Balancer API gateway using Spring Cloud gateway: Understanding API Gateway - Create 

and Set up API Gateway Micro service, Update on Using Spring Boot 3 Version, Register API-Gateway 

as Eureka Client to Eureka Server, Configuring API Gateway Routes and Test using Postman Client, 

Using Spring Cloud Gateway to Automatically Create Rout. 

 

 

CENTRALIZED CONFIGURATIONS USING SPRING CLOUD CONFIG SERVER - How to Use Spring 

Cloud Config Server, Create and Setup Spring Cloud Config Server Project in IntelliJ IDEA, Update on Using 

Spring Boot 3 Version, Register Config-Server as Eureka Client, Set up Git Location for Config Server, 



Refactor Department-Service to use Config Server, Refactor Employee-Service to use Config Server, 

Refresh Use case - No Restart Required After Config Changes,REACT Frontend Micro service: Create 

React App using Create React App Tool, Adding Bootstrap in React Using NPM, Write HTTP Client Code 

to Connect React App with API-Gateway (REST API Call), Create a React Component and Integrate with 

API Gateway Microservice, RabbitMQ Core Concepts: RabbitMQ Architecture, Install and Setup RabbitMQ 

using Docker, Explore RabbitMQ using RabbitMQ Management UI, Create and Setup Spring Boot 3 Project 

in IntelliJ, Connection Between Spring Boot and RabbitMQ, Configure RabbitMQ in Spring Boot Application, 

Create RabbitMQ Producer, Create REST API to Send Message, Create RabbitMQ Consumer, Configure 

RabbitMQ for JSON Message Communication, Create RabbitMQ Producer to Produce JSON Message, 

Create REST API to Send JSON Object, Create RabbitMQ Consumer to Consume JSON Message, 

Dockering Spriing boot App : Install Docker Desktop, General Docker Workflow, Create Spring Boot Project 

and Build Simple REST API, Create Docker file to Build Docker Image, Build Docker Image from Dockerfile, 

Run Docker Image in a Docker Container, Push Docker Image to Docker Hub, Pulll Docker Image from 

DockerHub 

Course Guidelines: 
1. Students choose a project topic from a list of approved options or propose their own idea from the 

area specified in the content and Faculty Coordinator/guide approval required for student-proposed 
projects 

2. Number of students in the project team should be maximum of 4 and Every student shall have a 
project guide.  

3. The entire semester shall be utilized by the students to do their project work by receiving the 
directions from the project guide.  

4. Teams should submit a project proposal, including objectives, scope, timeline, and resources and 
Faculty Coordinator/guide reviews and approves the proposal. 

5. Students should choose projects in line with the Departmental Mission, Vision, and Program 
Outcomes.  

6. Teams should work on their projects, following the approved plan and Regular meetings with faculty 
advisors for progress updates and guidance.  

7. Students should attend periodic reviews to present the progress of the project to faculty and peers’ 
team and Evaluation is based on project outcomes, presentation quality, and teamwork. 

8. Teams submit a final project report, including results, conclusions, and recommendations as 
specified in the guidelines issued by the COE. 

9. Students should not be involved in unethical behavior, such as plagiarism, copyright violations, etc 
while working on projects and when submitting project reports.  

10. Every student team will be required to prepare and submit two (2) copies plus (no. of students) 
copies of the Project report of typical length 30 – 60 pages (excluding Appendices).  

 11.  A final external project viva-voce examination will be conducted to evaluate the student’s Individual  
        and team performance based on project outcomes, presentations, reports, and teamwork by an   
        Internal and External Examiners. 

                                                                                                          Total Hours: 60 

Text Books: 

1 Merih Taze,”Engineers Survival Guide: Advice, tactics, and tricks After a decade of working 
at Facebook, Snapchat”, Microsoft Paperback, 2021. 

2 Gerardus Blokdyk, “Secure Microservices A Complete Guide”, Edition Paperback, 2021. 

3 Theo H King, “Aws: The Ultimate Guide from Beginners to Advanced For the Amazon Web 
Services”, (2020 Edition), Paperback – Import, 2019. 

Reference Books: 

1 Craig zacker, “Exam ref pl-900 Microsoft power platform”, paperback, 2021 

Web References: 

https://www.amazon.com/Merih-Taze/e/B09MQ2MC96/ref=dp_byline_cont_book_1
https://www.amazon.com/s/ref=dp_byline_sr_book_1?ie=UTF8&field-author=Gerardus+Blokdyk&text=Gerardus+Blokdyk&sort=relevancerank&search-alias=books
https://www.amazon.in/Theo-H-King/e/B083BMQCBS/ref=dp_byline_cont_book_1
https://www.amazon.in/Craig-Zacker/e/B001H6KYU2/ref=dp_byline_cont_book_1


 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

 

Total 
Continuous 
Assessment 

75 25 100 60 40 100 

 
 

Assessment based on Continuous and End Semester Examination 

Bloom’s Level 

Continuous Assessment (60%) 

[100 Marks] 
End Semester Practical 

Examination 

(40%) 

 [100 Marks] FA 
(75 Marks) 

SA 

(25 Marks) 

Remember - - - 

Understand 20 20 20 

Apply 40 40 40 

Analyse 40 40 40 

Evaluate - - - 

Create - - - 

 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C901.1 3 3 3 2 3 2      2 2 2 2 

C901.2 3 3 3 2 3 2      2 2 2 2 

C901.3 3 3 3 3 3 2      2 2 2 2 

C901.4 3 3 3 2 3 2      2 2 3 3 

C901.5 3 3 3 3 3 3      3 3 2 2 

C901.6 3 3 3 2 3 2      2 2 3 3 

 
 
 
 
 
 
 
 
 
 

1 https://awscloud.in/ 



 

22CY911 ETL TOOLS 3/0/0/3 

Nature of Course H (Theory) 

Prerequisites Nil 

Course Objectives: 

1. To Understand the Role of Data Integration in Modern Applications 

2. 
To apply techniques for data cleansing, transformation, and loading into appropriate destinations like 
data lakes and data warehouses 

3. To gain hands-on experience with both commercial and open-source ETL tools 

4. To design, automate, and monitor ETL workflows 

5. To understand the principles of data governance and best practices for ensuring data quality 

Course Outcomes 

Upon completion of the course, students shall have ability to 

C911.1 
Understand the role of data integration in modern applications and explain key concepts 
such as data warehousing, big data, and the ETL process 

[U] 

C911.2 
Demonstrate the ability to clean and transform data using techniques, and ensuring 
consistency in data extraction from various sources and mapping data to appropriate 
schemas.                                 

[AP] 

C911.3 
Analyze different data destinations and analyze the effectiveness of incremental loads 
vs. full loads in various ETL scenarios 

[A] 

C911.4 
Apply ETL tools such as Talend, Apache NiFi, and commercial platforms to implement 
efficient workflows   

[AP] 

C911.5 
Apply data quality and governance practices to ensure data accuracy, consistency, and 
compliance with regulations, while implementing improvements in large-scale ETL 
pipelines 

[AP] 

Course Contents: 
Module 1: Foundations of Data Integration                                                                                15 Hours 
Importance of data integration in modern applications - Overview of Data Warehousing and Big Data - 
Introduction to ETL concepts (Extract, Transform, Load) - Data sources: Structured (SQL, Excel), Semi-
structured (XML, JSON), Unstructured (logs, multimedia) - Techniques for data extraction from various 
sources (APIs, databases, flat files) - Connecting to databases and file systems 
Module 2: ETL Concepts and its techniques                                                                               15 Hours 
Data cleansing: Handling missing data, data inconsistencies, and formatting issues - Data transformation 
techniques: Aggregation, sorting, merging, and splitting - Introduction to data mapping and schema design 
- Types of data destinations: Data lakes, Data warehouses, and Databases - Techniques for loading data 
into storage solutions - Incremental loads vs full loads - Introduction to commercial tools (e.g., Informatica, 
Talend, Microsoft SSIS) - Introduction to open-source tools (e.g., Apache NiFi, Pentaho, Apache Airflow) 
Module 3: Advanced ETL Practices                                                                                              15 Hours 
Overview of ETL tool architecture - Using Talend for ETL: Basic components, data integration workflows 
- Apache NiFi: Flow-based programming for ETL pipelines - Ensuring data quality in ETL processes - 
Data governance principles and best practices - Handling large-scale datasets in ETL - Automating ETL 
workflows - Scheduling ETL jobs using ETL tools and cron jobs - Monitoring and error handling in ETL 
processes 

Total Hours 45  

Text Books: 

    1. 
"ETL with Azure Cookbook: Practical Recipes for Building Scalable ETL Solutions Using Azure 
Data Factory, Azure Synapse, and Databricks" by  Dmitry Anoshin, Vikas Rai 

    2. 
“Data Integration in the Life Sciences: Tools, Techniques, and Applications” by Philipp 
Cimiano, Barry Smith 

 Reference Books: 

1. 
"Mastering Apache NiFi: Effective Big Data Ingestion, Routing, and Processing" by Kamalmeet 
Singh 

2 ETL Architecture: A Practical Guide for Informatica Developers by Ralph Kimball 



Continuous Assessment 

End Semester 
Examination 

Total 
Formative Assessment 

Summative 
Assessment 

Total 
Total Continuous 

Assessment 

80 120 200 40 60 100 

 
 
 
 

 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester 
Examination (60%) 

[100 Marks] CIA1: [60 Marks] CIA2: [60 Marks] 

Remember - - - 

Understand 80 - 40 

Apply - 20 10 

Analyze 20 80 50 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

End 
Semester 

Examination 
(60%) 

[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component – 
I 

(20 Marks) 

Component 
- II 

(20 Marks) 

 

Web References: 

1 https://www.datacamp.com/blog/a-list-of-the-16-best-etl-tools-and-why-to-choose-them 

2 https://solutionsreview.com/data-integration/the-best-etl-tools-extract-transform-load/ 

Online Resources: 

1. https://www.ibm.com/topics/etl 

2 https://www.geeksforgeeks.org/etl-process-in-data-warehouse/ 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model 

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 
Marks] 

C911.1 Understand Quiz 20 

C911.2 Apply Quiz 20 

C911.3 Analyze Tutorial 20 

C911.4, C911.5 Apply Seminar 20 



Course Outcome 
(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C911.1 - - - - - - - - - - - - - - - 

C911.2 3 - - - - - - - - - - - 2 - - 

C911.3 3 2 3 - 3 - - - - - - 2 - 2 2 

C911.4 3 3 2 2 3 - - - - - - 2 - 2 - 

C911.5 3 2 - - - - - - - - - - - - 2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22CS911 STATISTICAL PATTERN RECOGNITION 3/0/0/3 

Nature of Course H (Theory Technology) 

Prerequisites - 

Course Objectives: 

1 Introduce the fundamental concepts and techniques of statistical pattern recognition. 

2 Learn and apply statistical decision theory for classification and clustering. 

3 Explore and implement feature extraction and dimensionality reduction techniques. 

4 Analyze and evaluate models for supervised and unsupervised learning. 

5 Design and apply statistical models to real-world problems in pattern recognition. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C911.1 Understand the foundational concepts of statistical pattern recognition. [U] 

C911.2 Apply statistical decision-making methods for classification. [AP] 

C911.3 Analyze clustering algorithms and feature extraction techniques [AN] 

C911.4 Evaluate performance measures of classification and clustering techniques. [EV] 

C911.5 Design and implement statistical models for real-world applications. [AP] 

Course Contents: 
MODULE I INTRODUCTION TO STATISTICAL PATTERN RECOGNITION                     15 Hours 
 
Introduction to pattern recognition and its applications - Statistical decision theory: Bayesian decision-
making, risk minimization, and error rate - Parametric and non-parametric classification methods - 
Maximum likelihood estimation (MLE) - Maximum a posteriori estimation (MAP) - Discriminant 
functions, decision surfaces. 
 
MODULE II FEATURE EXTRACTION, DIMENSIONALITY REDUCTION, AND CLASSIFICATION  
                                                                                                                                             15 Hours 
 
Feature extraction and selection techniques - Principal Component Analysis (PCA), Linear 
Discriminant Analysis (LDA) - Fisher’s linear discriminant - Data preprocessing techniques - Support 
Vector Machines (SVM) and Kernel methods - Neural networks for classification. 
 
MODULE III CLUSTERING AND UNSUPERVISED LEARNING                                        15 Hours 
 
Clustering techniques: K-means, hierarchical clustering, and density-based clustering - Expectation-
Maximization (EM) algorithm, Gaussian Mixture Models (GMM) - Hidden Markov Models (HMM) for 
sequential data - Advanced models: deep learning and reinforcement learning for pattern recognition 
- Applications: image processing, speech recognition, bioinformatics.  

                                                                                                          Total Hours: 45 

Text Books: 

1 
Richard O. Duda, Peter E. Hart, and David G. Stork, “Pattern Classification”, 2nd Edition, 
Wiley Publication, 2007. 

2 
Christopher M. Bishop, “Pattern Recognition and Machine Learning”, 1st Edition, Springer 
Publication, 2009. 

Reference Books: 

1 
Trevor Hastie, Robert Tibshirani, and Jerome Friedman, “The Elements of Statistical 
Learning: Data Mining, Inference, and Prediction”, 2nd Edition, Springer Publication, 2017. 

2 
Sergios Theodoridis and Konstantinos Koutroumbas, “Pattern Recognition”, 4th Edition, 
Academic Press, 2008. 

3 
Andrew R. Webb and Keith D. Copsey, “Statistical Pattern Recognition” , 3rd Edition, Wiley 
Publishers, USA, 2011. 

Web References: 

1 http://cs229.stanford.edu/ 



2 https://www.coursera.org/learn/machine-learning 

Online Resources: 

1 https://ocw.mit.edu/courses/6-867-machine-learning-fall-2006/ 

2 https://www.youtube.com/watch?v=3j9jkD32dew 

 

Continuous Assessment 

End 
Semester 

Examination 
Total Formative 

Assessment 
Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component  
FA (16%) 

[80 Marks] 

C911.1 Understand Quiz 20 

C911.2 Apply Case study 20 

C911.3 Analysis  Assignment 20 

C911.4& 
C911.5 

Apply Case Study 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] 
CIA2 : [60 

Marks] 

Remember 10 10 10 

Understand 30 30 30 

Apply 60 40 40 

Analyse - 20 20 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component  
- I 

(20 Marks) 

Component 
- II 

(20 Marks) 

Component  
- I 

(20 Marks) 

Component 
- II 

(20 Marks) 

 
 
 
 
 
 



Course 
Outcome 

(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C911.1 3 3 1         2 2 2 1 

C911.2 3 3 2  2       1 2 2 2 

C911.3 3 3 2 3 2       1 3 3 2 

C911.4 3 3 2 3 2       1 3 3 2 

C911.5 3 3 3 2 3    2 2 2 2 3 3 3 

C911 3 3 3 2 3    2 2 2 2 3 3 3 

 
 
 
 
 



22CD911 STOCHASTIC AND NETWORK CONTROL 3/0/0/3 

Nature of Course: G (Theory Analytical) 

Pre requisites: - 

Course Objectives: 

1. Understanding Stochastic Processes in Control System 

2. Modeling and Analysis of Uncertainty. 

3. Control of Large-Scale and Multi-Agent Systems. 

Course Outcomes: 

Upon completion of the course, students shall have ability to 

C911.1 Discuss of Networked Control Systems [U] 

C911.2 Formulate Analysis of Large-Scale Networks [U] 

C911.3 Apply of Control in Communication Networks [AP] 

C911.4 Show a Security and Control in Networked Systems [AP] 

C911.5 Schedule and Problem-Solving in Stochastic Control [AN] 

Course Contents:  

 
MODULE I Introduction to Stochastic Control                                                                  15 Hours 
Overview of Control Systems-Deterministic vs. Stochastic control systems. Applications of stochastic 
control in various domains (communications, robotics, finance)-Mathematical Preliminaries-Review of 
probability theory and random processes-Stochastic processes: Markov processes, Brownian motion, 
and Wiener processes-Principles of Optimal Control-Deterministic optimal control-Pontryagin’s 
Maximum Principle-Hamilton-Jacobi-Bellman (HJB) equations 
 
MODULE II Stochastic Processes and Models                                                                 15 Hours 
Introduction to Stochastic Models-Markov decision processes (MDP)-Poisson processes and 
applications-Discrete and continuous-time stochastic models-Martingales and Stochastic Calculus-
Martingale property and its significance-Stochastic differential equations (SDEs)-Ito’s Lemma and 
stochastic integration-Deterministic optimal control Pontryagin’s Maximum Principle-Hamilton-Jacobi-
Bellman (HJB) equations. 
 
MODULE III Control under Uncertainty and Communication Constraints                     15 Hours 
Control with Uncertain Dynamics-Adaptive control in stochastic environments-Robust control 
techniques for uncertain systems-Communication Constraints in Network Control-Quantization, delays, 
and packet drops-Event-triggered and time-triggered control-Control over wireless networks-Distributed 
optimization in networked systems-Algorithmic strategies for distributed control. 
 

Total Hours:    45  

Text Books: 

1. 1. Ross, Sheldon M, “Introduction to Probability Models”, 12th Edition, 2020. 

2. 2. Karlin, Samuel & Taylor, Howard M, “A First Course in Stochastic Processes”, 2nd Edition, 1975. 

3. 3. Meyn, Sean P & Tweedie, Richard L, Markov Chains and Stochastic Stability, 2nd Edition, 2009. 

4. 4. Klenke, Achim, Probability Theory: A Comprehensive Course, 2nd Edition, 2014. 

Reference Books: 



1. 1. Medhi.J, “Stochastic Processes”, 3rd Edition, 2009. 

2. Snyder, David L & Miller, John C, “Random Processes for Engineers”, 1st Edition, 2014. 

3. Liberzon, Daniel, “Calculus of Variations and Optimal Control Theory: A Concise Introduction”  

,1st Edition, 2012. 

4. Doyle, John C, Francis, Bernard A & Tannenbaum, Allen R, “Feedback Control Theory,” 1st 

Edition, 1992. 

Web References: 

1.  https://link.springer.com/search?query=stochastic+control+systems 

2.  https://web.math.princeton.edu/~rvan/acm217/acm217.html 

Online Resources: 

1.  https://www.youtube.com/results?search_query=stochastic+control+systems 

2.  https://ocw.mit.edu/courses/6-231-dynamic-programming-and-stochastic-control-fall 
2015/pages/lecture-notes/ 

 

Continuous Assessment 
End 

Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 
 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome 
Bloom’s 

Level 
Assessment Component  

FA (16%) 
[80 Marks] 

C911.1 & C911.2 Understand Quiz 20 

C911.3  Apply Assignment 20 

C911.4 Apply Case study 20 

C911.5 Analyze Assignment 20 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 40 40 40 

Apply 40 40 40 

Analyze - - - 

Evaluate - - - 

Create - - - 

 

 

 

https://link.springer.com/search?query=stochastic+control+systems
https://web.math.princeton.edu/~rvan/acm217/acm217.html
https://www.youtube.com/results?search_query=stochastic+control+systems
https://ocw.mit.edu/courses/6-231-dynamic-programming-and-stochastic-control-fall%202015/pages/lecture-notes/
https://ocw.mit.edu/courses/6-231-dynamic-programming-and-stochastic-control-fall%202015/pages/lecture-notes/


Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 

 End Semester 
Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 

(60 Marks) 

FA 1 (40 Marks) 

SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - I 

(20 Marks) 

Component - II 

(20 Marks) 

Component - 
I 

(20 Marks) 

Component - II 

(20 Marks) 

 

Course 

Outcome 

(CO) 

 

Programme Outcomes (PO) 

Programme 

Specific 

Outcomes 

(PSO) 

1 2 3 4 5 6 7 8 9 10 11 12   1  2 3 

C911.1 3 1 1 1        1 2 1 1 

C911.2 3 1 1 1        1 2 1 1 

C911.3 3 1 1         1 2 1 1 

C911.4 3 2 1         1 2 1 1 

C911.5 3 1 1 1        1 2 1 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22AD911 BAYESIAN DATA ANALYSIS 3/0/0/3 

Nature of Course G (Theory Analytical) 

Pre-requisite Nil 

Course Objectives: 

1 To learn basic concepts of Bayesian analysis. 

2 To introduce the Bayesian concepts and methods with emphasis on data analysis. 

3 To assess the outcome of prior distributions as well as posterior means. 

4 To identify the optimal model and to learn how to apply the same in suitable applications. 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C911.1 Understand the basics of probability and relate it to the Bayesian inference. [U] 

C911.2 Apply the inference rules customized for single parameter models. [AP] 

C911.3 Examine the simulation environment for generation of inferences by utilizing 

various algorithms. 
[A] 

C911.4 Analyze the inference mechanism for multi-parameter and hierarchical models. [A] 

C911.5 Identify multiple modeling algorithms for predictive analysis and evaluate the 

outcome metrics 
[AP] 

C911.6 Apply the inference mechanism effectively in different nonlinear models. [AP] 

Course Contents: 

SINGLE PARAMETER MODELS:                                                                                                 15 Hours 

Introduction to Probability, Priors and Posterior Analysis, Statistical Models, The Bayes inference. Bayes 

Rule, Normal model, Conjugate model, Binomial model, Posterior Distribution and Inferences. Markov 

Chain Monte Carlo simulation, RJags, The Metropolis-Hasting algorithm, Gibbs Sampler, Approximation 

based on posterior modes. 

MULTI-PARAMETER AND HIERARCHICAL MODELS:                                                              15 Hours 

Multi-parameter -Normal data with non-informative, conjugate, and semi-conjugate prior distributions, 

Multivariate normal model, Hierarchical - Exchangeability and setting up, Computation. Bayesian Data 

Analysis: Model checking, Evaluating, comparing, and expanding models, modeling accounting for data 

collection, Decision analysis. 

NON-LINEAR MODELS:                                                                                                               15 Hours 

Mixture models- Setting up and interpreting mixture models, Gaussian process models Multivariate 

models- Non - normal models and multivariate regression surfaces. Comparison of Population: Inference 

for Proportions, Inference for Normal Populations, Rates and Sample Size Determination. 

 

                                                                                                          Total Hours: 45 

Text Books: 

1 Ronald Christensen, Wesley Johnson, Adam Branscum, Timothy E Hanson, “Bayesian Ideas 

and Data Analysis: An Introduction for Scientists and Statisticians”, CRC Press, 2019. 

2 Andrew Gelman, John B, Carlin, Chapman, “Bayesian Data Analysis”, Hall/CRC Publication, 

2013. 

Reference Books: 

1 Gelman, A., Carlin, J. B., Stern, H. S., Rubin, D. B, “Bayesian Data Analysis”, Third Edition, 

Chapman & Hall/CRC, 2018. 

2 Gill, Jeff, “Bayesian Methods: A Social and Behavioral Science Approach”, CRC. 3rd Edition, 

2013. 



3 Peter D. Hoff, “A First Course in Bayesian Statistical Methods”, Springer, 2009. 

Web References: 

1 https://www.coursera.org/learn/bayesian-statistics 

2 https://onlinecourses.swayam2.ac.in/imb21_mg03/preview 

 

Continuous Assessment 

End 
Semester 

Examination 
Total Formative 

Assessment 
Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component  
FA (16%) 

[80 Marks] 

C911.1 Understand Quiz  20 

C911.2 Apply Tutorial 20 

C911.3 Apply 
Assignment 

20 

C911.4 Understand 

C911.5 Apply Presentation 20 

C911.6 Apply 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component - 
I 

(20 
Marks) 

Component - 
II 

(20 Marks) 



 
 

Course Outcome 
(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C911.1 3 3 3 2 3 2      2 2 2 2 

C911.2 3 3 3 2 3 2      2 2 2 2 

C911.3 3 3 3 3 3 2      2 2 2 2 

C911.4 3 3 3 2 3 2      2 2 3 3 

C911.5 3 3 3 3 3 3      3 3 2 2 

C911.6 3 3 3 3 3 3      3 3 2 2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22AD917  VIRTUAL REALITY AND AUGMENTED REALITY 3/0/0/3 

Nature of Course  C (Theory Concept)  

Prerequisites  Nil  

Course Objectives:  

1  To understand the basic concepts of Virtual Reality.  

2  To know input and output devices of virtual Reality.  

3  To understand the interaction techniques of VR.  

4  To outline the design and evaluation methods in VR.  

5  To discuss applications of VR in various industries.  

Course Outcomes:  
Upon completion of the course, students shall have ability to:  

C917.1  Understand the requirements of virtual and augmented reality.  [U] 

C917.2  Know the usage of hardware and software in VR.  [R] 

C917.3  Discover the various manipulation and interactive techniques.  [AP] 

C917.4  Resize the working of augmented and virtual reality.  [AP] 

C917.5  Implement Virtual/Augmented Reality Applications. [A] 

Course Contents: (Ref - Goldsmith University of London) 

 
MODULE I Introduction to Virtual Reality                                                                               15 Hours  
History of VR – Key Elements of VR - VR Paradigms - Input: User Monitoring – World Monitoring - Output 
devices: Visual Displays – Visual Representation in VR (Aural and Haptic) – Navigation. Case Study: 
Virtual Reality in Architecture and Design. 
 
MODULE II Visual Rendering, Perception and Interactive Technique                                15 Hours  
Visual Rendering - Depth perception - Motion perception - Stroboscopic Apparent Motion - Color 
perception – 3D Manipulation task and technique - Interactive Techniques in Virtual Reality: Body Track 
- Hand Gesture - 3D Manus - Object Grasp - Features of augmented reality, Difference between AR and 
VR, Challenges with AR, AR systems and functionality, Augmented reality methods, Visualization 
techniques for augmented reality. Case study: Augmented Reality for Remote Collaboration in 
Manufacturing.  
 
MODULE III – Design and 3D interfaces                                                                                 15 Hours  
Experience Designs – The Process for Designing User Experience for Virtual Reality - Three I’s of VR -
Immersion, Interaction, Imagination - Emotional Experience – Social Experience - Evaluation of VR – 
3D Unity Architecture – Graphics – VR interfaces and AR Kit support – Application of AR and VR.Case 
study: Enhancing Museum Experiences through Augmented Reality and Virtual Reality. 

Total Hours:  45 

Text Books:  

1  Vilar, Elisângela, “Virtual and Augmented Reality for Architecture and Design”, 1st edition, Taylor and 
Francis Ltd, June 2022. 

2  Erin Pangilinan, Steve Lukas, Vasanth Mohan, “Creating Augmented and Virtual Realities: Theory 
and Practice for Next-Generation Spatial Computing”, Paperback, March 2019. 

3  Schmalstieg / Hollerer “Augmented Reality: Principles & Practice”, Pearson Education India; First 
edition October 2016.  

Reference Books:  

1 Alan B. Craig, Understanding Augmented Reality, Concepts and Applications, Morgan Kaufmann, 
2013. 

2 Alan B Craig, William R Sherman, Jeffrey D Will, “Developing Virtual Reality Applications: 
Foundations of Effective Design”, Morgan Kaufmann Publishers, 2009. 

3 Doug A Bowman, Ernest Kuijff, Joseph J LaViola, Jr and Ivan Poupyrev, “3D User Interfaces, 
Theory and Practice”, Addison Wesley, USA, 2005. 



4 Oliver Bimber and Ramesh Raskar, “Spatial Augmented Reality: Merging Real and Virtual Worlds”, 
2005.  

Web References:  

1  http://lavalle.pl/vr/book.html  

2  https://www.coursera.org/learn/introduction-virtual-reality  

3  https://uxplanet.org/designing-user-experience-for-virtual-reality-vr-applications-fc8e4faadd96  

4  https://virsabi.com/virtual-reality-experience-design/  

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, Case 

Study, Seminar, Group Assignment) 

FA (16%) 
[80 Marks] 

C917.1 Understand Quiz 20 

C917.2 Remember Tutorial 20 

C917.3 Apply 
Assignment 

20 
C917.4 Apply 

C917.5 Analyze Presentation 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1: [60 Marks] CIA2: [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] End 

Semester 
Examination 

(60%) 
[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 



 

Course Outcome 
(CO) 

Programme Outcomes (PO)  Programme Specific Outcomes 
(PSO)  

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C917.1 2 1 3 
 

3 
       

3 3 3 

C917.2 3 3 2 3 2 
       

3 2 3 

C917.3 3 3 2 
         

3 
 

3 

C917.4 2 1 2 
         

2 
 

2 

C917.5 2 1 2 3 
   

1 1 1 1 1 3 3 3 

 



22IT921 CYBER THREATS AND VULNERABILITIES 3/0/0/3 

Nature of Course: F (Theory Programming) 

Pre requisites: Cryptography and Networks Security 

Course Objectives: 

1 To express the concepts of cyber security and the importance of cyber intelligence. 

2 To illustrate the common Cyber threats. 

3 To practice the concepts of applying various tools in cyber security 

4 To describe the process  of the encryption and vulnerability tools 

5 To identify the network exploration and web vulnerabilities. 

Course Outcomes 

Upon completion of the course, students shall have ability to 

C921.1 
Explain the fundamentals of Cyber security and understand the importance of 
Cyber Intelligence. 

[U] 

C921.2 
Identify the malware, ransomware attacks and the key elements of the cyber 
threats. 

[U] 

C921.3 Categorize the tools of cyber security.  [AN] 

C921.4 Illustrate role of encryption tools and web vulnerability scanning tools.  [AP] 

C921.5 Articulate the Concept of network exploration and web vulnerabilities. [AP] 

Course Contents: 

MODULE I Application of Cyber Security                                                                        15 Hours 

Introduction to Cyber security: Overview of Cyber security principles and concepts – Threat 
landscape and current trends – Importance of cyber threat intelligence. Common Cyber Threats: 
Malware: types, characteristics and propagation techniques – Social Engineering: Phishing – spear 
phishing and social media attacks - Ransomware attacks - Man in the middle attacks-Denial of 
Service (DoS) and Distributed denial of service attacks (DDoS) - Password attacks-drive by 
download attacks – Keylogging - Packet Sniffing-Bug Bounties-Breaking Caesar Cipher-SQL 
Injection - Password Strength – Advanced Persistent Threats (APTs) and Targeted Attacks. 

MODULE II Applying Tools in Cyber Security                                                                   15 Hours 
Tools and Techniques to perform Packet Sniffing, SQL Injection, Password Strength Analysis, 

Discovery and risk detection in remote hosts by listening open ports – Network Security 

Vulnerabilities: Network Protocols and vulnerabilities – Wireless Network Vulnerabilities and attacks 

– Network Scanning and reconnaissance techniques - Network security monitoring tools - 

Encryption tools - Web vulnerability scanning tools. 

MODULE III  Network Exploration and Web Vulnerabilities                                            15 Hours 
HTTP methods enumeration, HTTP proxy check, Discovering directories in web servers, User 
account enumeration, Detecting XST vulnerabilities and Detecting XSS vulnerabilities-Brute forcing 
DNS records – Web Application Security:  Common vulnerabilities in web applications - Session 
hijacking and Cross-Site Request Forgery (CSRF) attacks - Security best practices for web 
development - Web application firewalls and security testing tools – Case Study: SQL injection, 
Cross-Site Scripting in real time applications. 
 

Total Hours: 45  



Text Books: 

1. 
Diogenes Y, Ozkaya E, “Cybersecurity–Attack and Defense Strategies: Counter 
modern threats and employ state-of-the-art tools and techniques to protect your 
organization against cybercriminals”, Packt Publishing Ltd, 2019. 

2. 
Vladlena Benson and John McAlaney, “Emerging Cyber Threats and Cognitive 
Vulnerabilities”, Academic Press, Elsevier, 2020 

Reference Books: 

1. 
Hacking: Computer Hacking, “Security Testing, Penetration Testing, and Basic 
Security” Gary Hall, Erin Watson 2012. 

2. 
Hadis Karimipour, Pirathayini Srikantha, Hany Farag, Jin Wei-Kocsis, “Security of 
Cyber-Physical Systems-Vulnerability and Impact”, Springer Nature, 2020. 

3. Fiedelholtz, “ The Cyber Security Network Guide”, Springer Nature, 2021 

4. 
Ciza Thomas, Paula Fraga – Lamas and Tiago M. Fernandez-Carames, “Computer 
Security Threats”, Intechopen, 2020. 

5. 
Information Resources Management Association USA, “Cyber Security and Threats: 
Concepts, Methodologies, Tools, and Applications”, IGI Global 2018. 

Web References: 

1. https://www.celerium.com/50-cybersecurity-resources 

2. https://www.geeksforgeeks.org/cyber-security-types-and-importance/ 

Online Resources: 

1. https://onlinecourses.nptel.ac.in/noc23_cs127/preview 

2. https://onlinecourses.swayam2.ac.in/cec22_lw07/preview 

3. https://onlinecourses.nptel.ac.in/noc22_cs23/preview 

4. https://onlinecourses.nptel.ac.in/noc23_cs44/preview 

5. https://www.udemy.com/topic/cyber-security/free/ 

6. 
https://www.mygreatlearning.com/academy/learn-for-free/courses/introduction-to-
cyber-security 

 
 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 
Total 

Continuous 
Assessment 

80 120 200 40 60 100 

 
 

Assessment Methods & Levels (based on Blooms’ Taxonomy) - Theory 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C921.1 Understand Quiz 20 

C921.2 Understand Assignment 20 

C921.3 Analyze Presentation 20 

C921.4 & C921.5 Apply Case Study 20 

 
 
 
 
 
 
 

https://onlinecourses.swayam2.ac.in/cec22_lw07/preview
https://onlinecourses.nptel.ac.in/noc22_cs23/preview
https://onlinecourses.nptel.ac.in/noc23_cs44/preview
https://www.mygreatlearning.com/academy/learn-for-free/courses/introduction-to-cyber-security
https://www.mygreatlearning.com/academy/learn-for-free/courses/introduction-to-cyber-security


Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 

Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component 
- I 

(20 Marks) 

Component 
- II 

(20 Marks) 

Component 
– I 

(20 Marks) 

Component 
- II 

(20 Marks) 

 
 
 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 40 20 20 

Understand 60 40 40 

Apply - 40 40 

Analyse - - - 

Evaluate - - - 

Create - - - 

 

Course 
Outcome (CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C921.1 3 3 3         3 3  3 

C921.2 3 3 3 2        3 3  3 

C921.3 3 3 3 2 2    1 1  3 3 2 3 

C921.4 3 3 3 2 2    1 1  3 3 2 3 

C921.5 3 3 3 3 3    1 1 3 3 3 3 3 

C921 3 3 3 3 3    1 1 3 3 3 3 3 

 

3 Strongly agreed 2 Moderately agreed 1 Reasonably agreed 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22IT923 CYBER PHYSICAL SYSTEMS 3/0/0/3 

Nature of Course C (Theory Concept) 

Pre requisites Nil 

Course Objectives: 

1. 
Outline the basic concepts, requirements, principles, and techniques in 
emerging cyber physical systems 

2. 
Make awareness about the components that define the physical and cyber 
aspects of real-world technologies 

3. To  describe the processing units applicable for cyber physical system 

4. 
To  give insights about implementation of  a cyber-physical system from a 
computational perspective 

5. To provide knowledge on Security and Privacy in Cyber Physical System 

Course Outcomes 

Upon completion of the course, students shall have ability to 

C923.1 
Summarize the basic concepts and purpose of the different 
components of Cyber Physical Systems 

[U] 

C923.2 
Interpret the new system and ability to interact with Cyber Physical 
System 

[U] 

C923.3 
Illustrate the abstraction of various system architectures and 
understand the semantics of a CPS model 

[U] 

C923.4 
Choose the appropriate cyber-physical systems protocols for 
Internet of Things 

[AP] 

C923.5 
Apply the common methods used to secure cyber-physical 
systems 

[AP] 

 
Course Contents:  
 

Module I Framework for Cyber-Physical Systems (CPS) :                              15 Hours  
Introduction to CPS- IoT Vs CPS- Concept map- CPS analysis by example- Application 
Domains-Significance of CPS- Hybrid System Vs. CPS- Multi dynamical system- 
Component of CPS- Physical- Cyber and Computational Components -  Introduction to 
sensors and actuators – Deployment- assignment and coordination  
 
Module II Physical, Cyber and Computational Components:                           15 Hours 
Network criteria designs- Importance of sensors- causality-sensor reliability-memory 
requirement- computational complexity redundant sensors-Operational criteria- Test bed-
Networking technologies for CPS- sensing networks and data connectivity- M2M 
communication- characteristics of IP and Non-IP solutions, 6LoWPAN, RPL- CoAP and 
HTTP- CoAP- Mobile cloud computing- Definition and types  
 
Module III Secure Deployment and Applications of CPS :                                15 Hours   
Embedded system design flow for CPS- processing units- Overview-ASIC-Processor-DSP, 
Multimedia processor- VIEW-microcontroller and MPSoC- Reconfigurable logics. Secure 
Task mapping and Partitioning - State estimation for attack detection - Automotive Vehicle 
ABS hacking - Power Distribution Case study: Attacks on Smart Grids – Virtual 
Instrumentation; Applications of CPS. 

Total Hours 45  



Text Books: 

1. A. Platzer, “Logical Foundations of Cyber Physical Systems”, Springer, 2018. 

2. 
E. A. Lee, Sanjit Seshia , "Introduction to Embedded Systems – A Cyber–Physical 
Systems Approach", Second Edition, MIT Press, 2017 

3 
P.Ashok, G. Krishnamoorthy, and D. Tesar, “Guidelines for managing sensors in 
Cyber Physical Systems with multiple sensors,” J. Sensors, vol.2011, 2011. 

4 
Chong Li, Meikang Qiu, “Reinforcement Learning for Cyber Physical Systems with 
Cyber Securities Case Studies”, CRC press, 2019 

Reference Books: 

1. 
P.Marwedel, Embedded System Design: Embedded system foundations of Cyber 
Physical Systems, vol.16.2010 

2. 
Wolf, Marilyn, “High-Performance Embedded Computing: Applications in Cyber-
Physical Systems and Mobile Computing”, Elsevier, 2014 

3. 
Guido Dartmann, Houbing song, Anke Schmeink, “Big data analytics for Cyber 
Physical System”, Elsevier, 2019 

Web References: 

1. https://link.springer.com/referencework/10.1007/978-3-642-54477-4 

2. https://www.tandfonline.com/journals/tcyb20 

3. 
https://www.keaipublishing.com/en/journals/internet-of-things-and-cyber-
physical-systems/ 

4. https://www.splunk.com/en_us/blog/learn/cyber-physical-systems.html 

Online Resources: 

1. https://www.coursera.org/learn/cyber-physical-systems-1 

2. https://www.udacity.com/course/cyber-physical-systems-design-analysis--ud9876 

3. https://in.mathworks.com/discovery/cyber-physical-systems.html 

 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

tTotal 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 

Outcome 

Bloom’s 

Level 
Assessment Component  

FA (16%) 

[80 Marks] 

C923.1, 
C923.2 

Understand Assignment 20 

C923.3 Understand Quiz 20 

C923.4 Apply Certification 20 

C923.5 Apply Case Study 20 

 

https://link.springer.com/referencework/10.1007/978-3-642-54477-4
https://www.tandfonline.com/journals/tcyb20
https://www.splunk.com/en_us/blog/learn/cyber-physical-systems.html


 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 

[120 Marks] 
End Semester Examination 

(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 50 30 30 

Apply 20 50 50 

Analyse -  - 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks]  End 

Semester 

Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - I 

(20 Marks) 
Component - II 

(20 Marks) 

Component - I 

(20 Marks) 
Component - II 

(20 Marks) 

 
 

Course Outcomes 
(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C923.1 3  1  3  2  3 -  -  -  -  -  -  2 2 2 1 

C923.2 3  3  1  3  2  -  -  -  -  -  -  2 3 1 1 

C923.3 2  3  3  2  1  -  -  -  -  -  -  1 2 2 2 

C923.4 2  2  3 3  2  -  -  -  -  -  -  3 3 2 3 

C923.5 3  3  2  2  3  -  -  -  -  -  -  2 2 1 3 

 
 
 
 



22IT924 ETHICAL HACKING AND AUDITING FRAMEWORKS 3/0/0/3 

Nature of Course F (Theory Programming) 

Prerequisites Nil 

Course Objectives: 

1 To understand the basics of Network in security.  

2 To understand Sniffing and Spoofing tools. 

3 To develop the fundamental understanding of OS environment setup. 

4 To apply the concepts of Auditing frameworks. 

5 To learn different techniques of penetration testing. 

Course Outcomes: Upon completion of the course, students shall have ability to: 

C924.1 Understanding the basics of networking with the introduction on the system 

attacks 
[U] 

C924.2 Explain the foundations of attacks in terms of industry, society and information 

systems 
[U] 

C924.3 Apply appropriate methods, securities and vulnerabilities. [AP] 

C924.4 Explore the methods of services of a remote host. [A] 

C924.5 Design and implement innovative features in NSE scripts. [AP] 

C924.6 Design and implement an insecure login mechanisms system. [AP] 

Course Contents: 

Module I: Introduction to Network presence                                                                          15 Hours 

Network in security - Sniffing and spoofing - sniffing tools - spoofing crypto and Wi-Fi - Case study on 

tcp dump - Wire shark - Burp Site. 

Module II: Introduction to Auditing Frameworks                                                                   15 Hours 

Introduction to Nmap - Nmap Environment setup in linux / windows - scanning remote host and listing 

open ports - Identifying services of a remote host - Identifying live hosts in local networks - scanning 

using specific port ranges - NSE scripts. 

Module III: Penetration testing                                                                                                15 Hours 

Introduction to OWASP top vulnerabilities - Identifying insecure login mechanisms - Insecure credential 

storage - insecure logging. 

                                                                                                                      Total Hours: 45 

Text Books: 

1 Lester Evans, Ethical Hacking: The Ultimate Guide to Using Penetration Testing to Audit and 
Improve the Cyber security of Computer Networks for Beginners, Including Tips on Social 
Engineering Paperback – Import, 2019. 

2. Rafay Baloch, “Ethical Hacking and Penetration Testing Guide”, CRC Press, 2014. 

3. Rassoul Ghaznavi-zadeh, Ethical Hacking and Penetration, Step by Step with Kali Linux, 
2014. 

Reference Books: 

1 Kevin Beaver, “Ethical Hacking for Dummies”, 6th Edition, Wiley, 2018. 

2 Jon Erickson, “Hacking: The Art of Exploitation”, 2nd Edition, Rogunix, 2007. 

Web References: 

1 https://owasp.org/www-project-top-ten/ 

2 https://www.coursera.org/courses?query=ethical%20hacking 

3 https://www.udemy.com/course/ethical-hacking-professional/ 

 



Continuous Assessment 

End 
Semester 

Examination 
Total Formative 

Assessment 
Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component  
FA (16%) 

[80 Marks] 

C924.1 Understand Quiz 20 

C924.2 Apply Tutorial 20 

C924.3 Apply 
Assignment 

20 

C924.4 Understand 

C924.5 & 
C924.6 

Apply Presentation 20 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyze 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

 Component 
- I 

(20 Marks) 

Component - 
II 

(20 Marks) 

 Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

 



Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C924.1 3 3 3 2 2       2 3 3 2 

C924.2 3 3 2 2 2       2 2 2 2 

C924.3 3 3 3 3 2       2 2 2 3 

C924.4 3 3 3 2 3       2 2 2 3 

C924.5 3 3 3 3 2       2 2 2 2 

C924.6 3 3 3 3 3       2 2 2 2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22CY921 DATA PRIVACY AND SECURITY 3/0/0/3 

Nature of Course:  (Theory, Analytical) 

Prerequisites:  Data Structures and Algorithms 

Course Objectives: 

1.  Acquisition of new knowledge and skills from research literature 

2.  Quantitative and qualitative analysis of problems 

3.  Evaluate proposed technical mechanisms for privacy protection 

4.  Identify privacy related aspects of data uses 

5. 
 Apply differentially private mechanisms when the sensitivity to requested information to changes in 
data is readily available 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C921.1  Describe the concept of privacy including personally private information. [U] 

C921.2  Describe how an attacker can infer a secret by interacting with a database [A] 

C921.3  Explain how to set a data backup policy or password refresh policy. [A] 

C921.4  Discuss how to set a breach disclosure policy [A] 

C921.5  Identify the risks of relying on outsourced manufacturing [AP] 

Course Contents: 
Module I                                                                                                                                                 15 Hours 
Fundamentals of Data Privacy & Security- Databases and Exploratory Data Analysis, Data Representation 
and Storage, Authentication and Authorization, Database Security Anonymization-Linkage and re-
identification attacks, k-anonymity, l-diversity, t-closeness, Implementing anonymization, Anonymizing 
complex data 
Module II                                                                                                                                            15 Hours 
Differential Privacy (DP) Privacy and anonymity in mobile environments, Formalism and interpretation of DP, 
Fundamental DP mechanisms and properties, Interactive and non-interactive DP, DP for complex data, Local 
Differential Privacy (LDP) 
Module III                                                                                                                                              15 Hours 
Security and Privacy in AI and Machine Learning (AI/ML) : Machine Learning (ML) background, Adversary 
modeling in AI/ML, Poisoning, evasion, and backdoor attacks, Test-time attacks: Model inversion, model 
stealing, membership inference, adversarial examples, Architectures and algorithms for privacy-preserving 
machine learning  

                                                                                         Total Hours (Theory): 45  

Text Books: 

1 David Salomon  “Data Privacy and Security” Spriger Professional Computing  , 2003 

Reference Books: 

1 Bruce Schneier ,Applied Cryptography: Protocols, Algorithms and Source Code in C 

2 Kevin Mitnick The Art of Invisibility Little brown and company 2019 

Web References: 

1 https://online.york.ac.uk/resources/introduction-to-cyber-security-data-protection/ 

Online Resources: 

1 https://www.coursera.org/learn/privacy-law-data-protection 

2 https://online-learning.harvard.edu/course/cybersecurity-managing-risk-information-age 

 
 
 
 
 
 
 



Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 
 
 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome 
Bloom’s 

Level 
Assessment Component  

FA (16%) 
[80 Marks] 

C921.1 Understand Case Study 20 

C921.2 Analyze Quiz 20 

C921.3 Analyze Assignment 20 

C921.5 Apply Tutorial 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember - - - 

Understand 20 - 20 

Apply - 20 20 

Analyze 80 80 60 

Evaluate - - - 

Create - - - 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - 
II 

(20 Marks) 

Component - 
I 

(20 Marks) 

Component - II 
(20 Marks) 

 

Course Outcomes (CO) 
Programme Outcomes (PO) 

Programme Specific Outcomes 
(PSO) 

1 2 3 4 5 6 7 8 9 
1
0 

1
1 

1
2 

1 2 3 

C921.1 2 2 2 2 2 1 1 1 1 1 2 2 1 1 1 

C921.2 2 2 1 1 2 1 1 1 1 1 2 2 1 1 1 

C921.3 2 2 1 1 3 1 1 1 1 1 2 2 2 2 2 

C921.4 2 2 1 2 1 1 1 1 1 1 3 3 2 3 2 

C921.5 2 2 1 2 1 1 1 1 1 1 3 3 2 3 2 

 



22CY944 CYBER CRIME AND FORENSICS 3/0/0/3 

Nature of Course:  E (Theory Technology) 

Pre requisites:  Nil 

Course Objectives: 

1. 
To understand the nature and scope of cybercrime and its impact on individuals, organizations, and 

society 

2. 
To develop the skills and knowledge necessary for the investigation and analysis of digital 

evidence. 

3. To explore advanced techniques and tools related to cybercrime investigations and digital forensics 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C944.1 Summarize the concept of cybercrime and the attacks [U] 

C944.2 Understand the legal, regulatory frameworks and jurisdictional challenges [U] 

C944.3 Apply digital forensics principles, tools and techniques [AP] 

C944.4 Apply forensic analysis methodologies to reconstruct cybercrime incidents [AP] 

C944.5 Analyze and respond to malware, network-based attacks and emerging trends [A] 

 
Course Contents: 
Module I    INTRODUCTION TO CYBER CRIME                                                                      15 Hours 

Overview of cybercrime- classification- Cybercriminal motivations and attack vectors- Impact of 

cybercrime on individuals, organizations, and society- Cybercrime laws and regulations in India- Privacy 

and data protection laws 

Module II    DIGITAL EVIDENCE AND ANALYSIS                                                                    15 Hours 

Digital Evidence - Identification, collection, and handling of digital evidence- Chain of custody and 

evidence- documentation- Legal considerations for evidence admissibility- Digital Forensics Tools 

Forensic acquisition and imaging-File system analysis and recovery- Network traffic analysis and log 

examination-Mobile device and cloud forensics- Investigation Process- Incident response and evidence 

triage- Forensic analysis methodologies- Reconstruction and analysis of digital evidence- Reporting 

and presenting findings 

Module III    CYBER FORENSIC ANALYSIS TECHNIQUES                                                                 15 Hours 

Forensic analysis techniques- Intrusion detection and prevention systems- Network traffic capture and 

analysis- Introduction to malware analysis- Static and dynamic malware analysis techniques- Reverse 

engineering of malicious software-Analysis of real-world cybercrime cases- Investigation challenges in 

advanced persistent threats- Emerging trends- case studies in cybercrime and digital forensics  
                                                                                                                               Total Hours  45  

Text Books:  

1 
Marjie T. Britz, "Digital Forensics and Cyber Crime: An Introduction", 3rd Edition, Pearson Education, 

2013 

2 Nilakshi Jain, Dhananjay R. Kalbande “Digital Forensics”, Wiley Publishers, 2019 

Reference Books: 

1 
Thomas J. Holt, Adam M. Bossler, and Kathryn C. Seigfried-Spellar, "Cybercrime: Investigation and 
the Digital Forensic" , 2nd Edition, Routledge Publishers,2017 

2 
Eoghan Casey, "Digital Evidence and Computer Crime: Forensic Science, Computers, and the 
Internet", 3rd Edition, Academic Press, 2011 



Web References: 

1 https://onlinecourses.nptel.ac.in/noc23_cs127/preview 

2 https://onlinecourses.swayam2.ac.in/cec20_lb06/preview 

 

Online Resources: 

1 https://www.geeksforgeeks.org/cyber-crime/ 

2 https://www.geeksforgeeks.org/introduction-of-computer-forensics/ 

3 https://www.guru99.com/digital-forensics.html 

Continuous Assessment 
 

End Semester 

Examination 

 

 

Total Formative 

Assessment 

Summative 

Assessment 

 

Total 

Total 

Continuous 

Assessment 

80 120 200 40 60 100 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model 

Course 

Outcome 

Bloom’s 

Level 
Assessment Component 

FA (16%) 

[80 Marks] 

C944.1 Apply Quiz 20 

C944.2 Apply Assignment 20 

C944.3 Apply Case study 20 

C944.4 Analyze 
Assignment 20 

C944.5 Analyze 

Assessment based on Summative and End Semester Examination 

 

Bloom’s Level 

Summative Assessment (24%) 

[120 Marks] 

 

End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 10 10 

Understand 40 40 40 

Apply 40 40 40 

Analyze - 10 10 

Evaluate - - - 

Create - - - 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks]  

End 

Semester 

Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60Marks) 

FA 1 (40 Marks) SA 2 
(60Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

 
 
 
 



 

Course 

Outcomes (CO) 
Programme Outcomes (PO) 

Programme Specific Outcomes 
(PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C944.1 3 2 2 1 1      1 2 1 1 1 

C944.2 3 2 1 1 1      1 2 1 1 1 

C944.3 3 2 1 1 1      1 2 2 2 2 

C944.4 3 2 1 1 1      1 3 2 3 2 

C944.5 3 2 1 1 1      1 3 2 3 2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



22CY922 DIGITAL AND MOBILE FORENSICS 3/0/0/3 

Nature of Course:  E (Theory Technology) 

Pre requisites:  Cyber Security Essentials 

Course Objectives: 

1. To understand the basics of mobile device forensics, mobile operating systems and architectures 

2. To acquire skills in the acquisition, preservation, and analysis of mobile device data. 

3. To analyze and interpret mobile device for forensic investigations. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C922.1 Summarize the fundamental concepts and principles of mobile device forensics [U] 

C922.2 Demonstrate knowledge of mobile device file systems, data structures, and artifacts [U] 

C922.3 Apply forensic methodologies to extract types of data from mobile devices [AP] 

C922.4 
Apply mobile device data acquisition, preservation, and analysis using industry-standard 
forensic tools and techniques 

[AP] 

C922.5 Analyze the legal and ethical considerations in mobile device forensics  [A] 

Course Contents: 
Module I                                                                                                                                                   15 Hours 
MOBILE DEVICE DATA ACQUISITION 
Overview of mobile device forensics- Mobile operating systems and architectures- Device types and their 

implications in forensic analysis- Mobile Device Acquisition and Preservation- Physical and logical acquisition 

methods for mobile devices- Data extraction tools and techniques- Preservation and documentation of mobile 

device evidence- case study on android and iOS mobile devices 

Module II                                                                                                                                                    15 Hours 

MOBILE APPLICATION AND MOBILE NETWOK ANALYSIS 

Overview of file systems used in mobile devices- file system artifacts, metadata, and timestamps- storage 

locations and encryption mechanisms- Mobile Device Application Analysis and Network Analysis- Examination 

of application data- app artifacts, databases, and user-generated content- Mobile device communication 

protocols- network traffic analysis- mobile device connections- mobile browsing data- Wi-Fi data, and Bluetooth 

interactions- case study on mobile device applications 

Module III                                                                                                                                                  15 Hours 

MOBILE DEVICE FORENSIC TECHNIQUES AND PRIVACY 

Challenges in Mobile Device Forensics- Analysis of locked and damaged devices- findings and forensic reports- 

evidence in legal proceedings- Legal framework and regulations- Privacy and data protection laws- Ethical 

considerations- professional responsibilities- case study on mobile data privacy 

                                                                                                                       Total Hours 45 

Text Books: 

1 
"Mobile Forensic Investigations: A Guide to Evidence Collection, Analysis, and Presentation" by Lee 
Reiber, Second Edition, McGraw Hill Education, 2019 

2 
“Mobile Network Forensics: Emerging Research and Opportunities” (Advances in Digital Crime, 
Forensics, and Cyber Terrorism) by Filipo Sharevski, IGI Global publisher, 2018 

Reference Books: 

1 
“Contemporary Digital Forensic Investigations of Cloud and Mobile Applications” by Kim-Kwang 

Raymond Choo and Ali Dehghantanha, Syngress Publishers, 2016 

2 
"Digital Evidence and Computer Crime: Forensic Science, Computers, and the Internet" by Eoghan 
Casey, Third Edition, Academic Press, 2011 

Web References:  
https://onlinecourses.swayam2.ac.in/cec20_lb06/preview 

2 https://www.coursera.org/learn/forensic-science 



Online Resources: 
1 https://mchow01.github.io/docs/android_forensics.pdf 

2 https://baou.edu.in/assets/pdf/PGDCL_104_slm.pdf 

Continuous Assessment 
 

End Semester 
Examination 

 
 

Total 
Formative 

Assessment 
Summative 

Assessment 
 

Total 

Total 
Continuous 
Assessment 

80 120 200 40 60 100 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model 

Course 

Outcome 

Bloom’s 

Level 

Assessment Component FA (16%) 
[80 Marks] 

C922.1 Apply Quiz 20 

C922.2 Apply Assignment 20 

C922.3 Apply Case study 20 

C922.4 Analyze 
Assignment 20 

C922.5 Analyze 

Assessment based on Summative and End Semester Examination 

 
Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

 
End Semester Examination 

(60%) [100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 10 10 
Understand 40 40 40 
Apply 40 40 40 
Analyze - 10 10 

Evaluate - - - 
Create - - - 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 
End Semester 
Examination 
(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60Marks) 

FA 1 (40 Marks) SA 2 
(60Marks
) 

FA 2 (40 Marks) 

Component - I 

(20 Marks) 

Component - II 

(20 Marks) 

Component - I 

(20 Marks) 

Component - II 

(20 Marks) 

Course 
Outcomes (CO) 

Programme Outcomes (PO) Programme Specific Outcomes 
(PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C922.1 2 3 2 3 3 3 - 2 1 1 1 2 3 1 1 

C922.2 2 3 2 3 3 3 - 2 1 1 1 2 3 2 2 

C922.3 2 3 2 3 3 3 - 2 1 1 1 2 3 2 2 

C922.4 2 3 2 3 3 3 - 2 1 1 1 2 3 2 2 

C922.5 2 3 2 3 3 3 - 2 1 1 1 2 3 2 2 

 



22AD931 GENERATIVE AI 3/0/0/3 

Nature of Course G (Theory Analytical) 

Pre-requisite Nil 

Course Objectives: 

1 To introduce fundamental concepts of Generative AI and differentiate it from other AI models. 

2 To explore advanced generative models such as VAEs, GANs, and Transformers. 

3 To apply generative models in practical scenarios like text, image, and data generation. 

4 To address challenges like training instability and biases in generative models. 

5 To examine the ethical implications and societal impacts of Generative AI. 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C931.1 Understand fundamental concepts of generative AI models.  [U] 

C931.2 Explore and apply advanced generative models like GANs and VAEs. [U] 

C931.3 Analyze the training methods and architecture of generative models. [A] 

C931.4 Identify ethical and legal challenges related to generative AI. [A] 

C931.5 Develop applications using generative models for real-world problems [AP] 

Course Contents: 

FOUNDATIONS OF GENERATIVE AI                                                                                          15 Hours 

Generative AI Overview - Definition and importance in current AI landscape - Probability in AI: 

Understanding random variables and probability distribution - Generative vs. Discriminative Models: Key 

differences and applications - Autoencoders: Introduction and applications in generative tasks -  Variational 

Autoencoders (VAEs): Concept, theory, and hands-on applications - Generative Adversarial Networks 

(GANs) -  Introduction and structure - Energy-Based Models: Contrastive divergence and applications in 

generative modelling - Reinforcement Learning in Generative AI: Basic principles and integration. 

Applications of Generative AI: Image synthesis, video generation, text generation - Overview of 

Transformer Models - Case Study: Image generation using Variational Autoencoders (VAE). 

 

ADVANCED GENERATIVE MODELS AND TECHNIQUES                                                          15 Hours 

Deep Generative Models - StyleGAN and Style Transfer: Architecture and real-world applications – Cycle 

GAN and Domain Adaptation - Progressive GANs - Text Generation with Transformers: GPT-2/3, BERT, 

and related models - Diffusion Models - Generative Models for Text-to-Image: Implementing DALL· E and 

CLIP - GAN Variants - Training Challenges in GANs - Attention Mechanisms in Generative Models - Case 

Study: Implementation of a GAN for image-to-image translation.  

 

APPLICATIONS, ETHICS, AND FUTURE TRENDS                                                                    15 Hours 

Real-World Applications - Generative AI in Healthcare - Generative AI in Gaming – Deepfakes - Ethical 

Issues in Generative AI - Generative AI for Music and Audio - Generative AI for Data Augmentation - Legal 

Aspects of AI-Generated Content - Future Trends in Generative AI - Human-AI Collaboration: Role of AI 

in augmenting human creativity - Case Study: Ethical considerations of AI-generated content in 

journalism. 

                                                                                                          Total Hours: 45 

Text Books: 

1 Ian Goodfellow, Yoshua Bengio, Aaron Courville, "Deep Learning", 1st Edition, MIT Press, 

2016. 

2 David Foster, "Generative Deep Learning", 1st Edition, O'Reilly Media, 2019. 



3 Christopher M. Bishop, "Pattern Recognition and Machine Learning", 1st Edition, Springer, 

2006 

Reference Books: 

1 Jakub Langr, "GANs in Action: Deep learning with Generative Adversarial Networks", 1st 

Edition, Manning Publications, 2019. 

2 Lewis Tunstall, Leandro von Werra, Thomas Wolf, "Natural Language Processing with 

Transformers", 1st Edition, O'Reilly Media, 2022. 

Web References: 

1 https://developers.google.com/machine-learning/gan 

2 https://huggingface.co/transformers 

3 http://jalammar.github.io/illustrated-transformer/ 

 

Continuous Assessment 
End 

Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, 

Case Study, Seminar, Group Assignment) 

FA (16%) 
[80 Marks] 

C931.1 Understand Quiz  20 

C931.2 Understand Tutorial 20 

C931.3 Analyze 
Group Assignment 

20 

C931.4 Analyze 

C931.5 Apply Presentation 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

 

 

 

 



Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - 
II 

(20 Marks) 

Component - 
I 

(20 Marks) 

Component - II 
(20 Marks) 

 
 

Course Outcome 
(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C931.1 3 3 3 2 3 2      2 2 2 2 

C931.2 3 3 3 2 3 2      2 2 2 2 

C931.3 3 3 3 3 3 2      2 2 2 2 

C931.4 3 3 3 2 3 2      2 2 3 3 

C931.5 3 3 3 3 3 3      3 3 2 2 

 
 



22AD932 QUANTUM ARTIFICIAL INTELLIGENCE 3/0/0/3 

Nature of Course F (Theory ) 

Pre Requisite:  Machine Learning 

Course Objectives: 

1 Introduce the fundamentals of quantum computing and qubits. 

2 Explore and implement key quantum algorithms. 

3 Develop problem-solving techniques using quantum tree search. 

4 Understand the architecture and models of quantum computers. 

5 Familiarize with open-source quantum computing libraries and simulation tools. 

Course Outcomes: 

Upon completion of the course, students shall have ability to 

C 932.1 Understand the computation with Qubits. [U] 

C932.2 Apply Quantum algorithms - Fourier Transform and Grover’s amplification. [AP] 

C932.3 Apply Quantum problem solving using tree search. [AP] 

C932.4 Explore the models of Quantum Computer and Quantum Simulation tools. [U] 

C932.5 Develop an open-source Quantum computer libraries for applications. [A] 

 

Course Contents: 

Module 1:  Introduction to artificial intelligence                                                                   15 hours 
Introduction - artificial intelligence - computation - Cantor’s diagonal argument - complexity theory - 
Decision problems - P and NP - Church–Turing Thesis - Von Neumann architecture - Problem 
Solving - Rules - Logic-based operators - Frames - Categorial representation - Binary vector 
representation - Production System - Deduction systems - Reaction systems - Conflict resolution - 
Human problem-solving - Information and measurement - Reversible Computation - Reversible 
circuits - Toffoli gate. Case Study: Optimization of Machine Learning Algorithms Using Quantum 
Computing 
Module 2 : Quantum physics                                                                                                  15 hours                                                                                                                                  
 Introduction to quantum physics - Unitary Evolution - Quantum Mechanics - Hilbert space - Quan- 
tum Time Evolution - Von Neumann Entropy - Measurement - Heisenberg’s uncertainty 69 principle - 
Randomness - Computation with Qubits - Computation with m Qubit - Matrix Representation of Serial 
and Parallel Operations - Quantum Boolean Circuits - Periodicity - Quantum Fourier Transform - 
Unitary Transforms - Search and Quantum Oracle - Grover’s Amplification - Circuit Representation - 
Speeding up the Traveling Salesman Problem - The Generate-and-Test Method - Quantum Problem-
Solving - Heuristic Search - Quantum Tree Search - Tarrataca’s Quantum Production System.          
Case Study: Quantum Neural Networks: A New Paradigm in AI                                                                                                               
Module 3 : General Model of a Quantum Computer                                                             15 hours 
A General Model of a Quantum Computer - Cognitive architecture - Representation - Quantum 
Cognition - Decision making - Unpacking Effects - Quantum Walk on a graph - Quantum annealing - 
Optimization problems - Quantum Neural Computation - Applications on Quantum annealing 
Computer - Development libraries - Quantum Computer simulation tool kits.  
Case Study: Quantum Reinforcement Learning for Autonomous Systems 

Total Hours: 45 



Text Books: 

1 Andreas Wichert, “Principles of Quantum Artificial Intelligence”, First edition, World Scientific 

Publishing, 2023. 

2 Peter Wittek, “Quantum Machine Learning”, First edition, Academic Press, 2022. 

 

Reference Books: 

1 Eleanor Rieffel and Wolfgang Polak, “Quantum Computing: A Gentle Introduction”,MIT 

Press, 2022. 

2 Stuart Russell and Peter Norvig, “Artificial Intelligence: A Modern Approach”, Pearson, 4th 

Edition, 2022. 

 

Web References: 

1 https://qiskit.org/textbook/ch-states/what-is-quantum.html 

2 https://brilliant.org/wiki/p-vs-np/ 

3 https://quantum.country/qcvc 

Online Resources: 

1 https://plato.stanford.edu/entries/qm-computing/ 

2 https://quantum-computing.ibm.com/ 

 

 
 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C932.2 Apply Tutorial 20 

C932.1, C932.4 Understand  Assignment 20 

C932.3 Apply Case Study 20 

C932.5 Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s 

Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 



Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component 
- I 
(20 

Marks) 

Component - 
II 

(20 Marks) 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C932.1 3 3 3 2 3 2      2 2 2 2 

C932.2 3 3 3 2 3 2      2 2 2 2 

C932.3 3 3 3 3 3 2      2 2 2 2 

C932.4 3 3 3 2 3 2      2 2 3 3 

C932.5 3 3 3 3 3 3      3 3 2 2 

 
 



22AD933 PROMPT ENGINEERING 3/0/0/3 

Nature of Course F (Theory) 

Pre Requisite:  Deep learning and its applications 

Course Objectives: 

1 
Equip students with a solid understanding of large language models (LLMs) and the principles 

of prompt engineering. 

2 
Enable students to design effective prompts tailored for various applications like customer 

support and content creation. 

3 Provide students with skills to apply advanced prompting methods for complex task resolution. 

4 Develop the ability to evaluate and refine prompt performance through feedback and metrics. 

5 
Foster awareness of ethical considerations in AI, emphasizing bias identification and 

responsible prompt design practices. 

Course Outcomes: 

Upon completion of the course, students shall have ability to 

C933.1 Understand Language Models and Prompt Mechanics. [U] 

C933.2 Design Effective Prompts. [A] 

C933.3 Implement Advanced Prompting Techniques. [AP] 

C933.4 Evaluate and Optimize Prompt Performance. [AP] 

C933.5 Address Ethical Considerations in AI Applications. [A] 

Course Contents: 

Module 1: Foundations of Prompt Engineering                                                                      15 hours 
Introduction to Prompt Engineering - Definition and importance Applications in AI models (GPT, Codex, 
DALL·E, etc.)- Different prompt types (text generation, image generation, code generation) - Basics of 
large language models (LLMs)- GPT-4, GPT-3.5, and other LLM architectures- Understanding model 
behavior through prompt tuning-Role of training data in model behaviour-Prompt Design Techniques - 
Writing effective prompts-Precision vs. creativity in prompts- Role of constraints, context, and tokens-
Evaluating Prompt Effectiveness - Metrics for assessing prompt outcomes- Biases and limitations in 
language models- Optimization strategies. Case Study: Customer Support Chatbot Development. 
 
Module 2: Advanced Techniques in Prompt Engineering                                                      15 hours                                                                                                                                  
Multi-step Prompts and Complex Tasks - Decomposing tasks into simpler prompts- Sequential prompting 
for task orchestration- Multi-modal prompts (text, image, and code integration)-Prompt Optimization - Fine-
tuning prompts for specific results- Hyperparameter adjustment (temperature, max tokens, stop 
sequences)- Dynamic prompt generation (prompt chaining and looping)- Bias Mitigation and Ethical 
Considerations - Understanding and addressing bias in prompt outputs- Ethical implications in generative 
models- Fairness and transparency in prompt design- Domain-Specific Prompt Engineering- Specialized 
prompts for domains like healthcare, law, and finance-Leveraging domain knowledge to craft accurate 
prompts. Case Study: Automated Content Generation for Marketing. 
                                                                                                           
Module 3: Applications of Prompt Engineering                                                                         15 hours 
Interactive AI Systems with Prompts- Designing conversational agents using prompts- Maintaining context 

and state in conversational AI-Creative Prompt Use Cases - Generating creative outputs (stories, poetry, 



art, music)- Enhancing creativity with structured and unstructured prompts-Prompt Engineering for 

Business Applications - Automating tasks using prompts (document processing, summarization, report 

generation)- AI-driven decision-making with prompt workflows. 

Case Study: Code Generation and Documentation Automation 

Total Hours: 45 

Text Books: 

1 Lewis Tunstall, Leandro von Werra, and Thomas Wolf, "Natural Language Processing with 

Transformers: Building Language Applications with Hugging Face", O'Reilly Media, 2023. 

2 Aurélien Géron, "Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow", 

O'Reilly Media, 2022. 

 

Reference Books: 

1 Edward Grefenstette, "Language Models for AI: An Introduction to Neural Network-Based 

Language Models”, Cambridge University Press, 2022. 

2 Palash Goyal, "Deep Learning for Natural Language Processing: Creating Neural Networks with 

Python", Springer, 2022. 

Web References: 

1 https://www.deeplearning.ai/short-courses/chatgpt-prompt-engineering-for-developers/ 

2 https://learn.microsoft.com/en-us/training/modules/apply-prompt-engineering-azure-openai/ 

Online Resources: 

1 https://platform.openai.com/docs/guides/prompt-engineering/strategy-write-clear-instructions 

2 https://github.com/dair-ai/Prompt-Engineering-Guide 

 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C933.3 Apply Tutorial 20 

C933.1 Understand  Assignment 20 

C933.4 Apply Case Study 20 

C933.2, C933.5 Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 



Level CIA1 : [60 Marks] CIA2 : [60 Marks] [100 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component 
- I 
(20 

Marks) 

Component - 
II 

(20 Marks) 

 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C933.1 3 3 3 2 3 2      2 2 2 2 

C933.2 3 3 3 2 3 2      2 2 2 2 

C933.3 3 3 3 3 3 2      2 2 2 2 

C933.4 3 3 3 2 3 2      2 2 3 3 

C933.5 3 3 3 3 3 3      3 3 2 2 

 
 



22AD934 INTELLIGENT ROBOTIC AUTOMATION 3/0/0/3 

Nature of Course F (Theory Programming) 

Pre-Requisite Nil 

Course Objectives: 

1 Understand the Robot types and its end effectors. 

2 Develop the Analytical and Experimental skills necessary to Design and Implement robotic 
assistance for both minimally invasive surgery and Image guided interventions. 

3 Recall the robot application for pick and place. 

4 Simulations in RoboAnalyzer / Matlab to verify kinematics and dynamics of   robots. 

5 Inculcate the controlling applications of robotics using sensor responses 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C934.1 Identify and describe different types of medical robots and their potential 
applications.  

[U] 

C934.2 Understand various robot classifications, specifications and applications. [U] 

C934.3 Apply coordinate transformations to map position and orientation coordinates from 
end effector to robot base. 

[AP] 

C934.4 Understand the challenges in the design of a medical robotic system given the 
specific requirements for a particular application. 

[U] 

C934.5 Analyze forward and inverse kinematics to manipulate objects by robots.  [A] 

Course Contents: 

MODULE I: Introduction                                                                                                              15 Hours  

Introduction: Robot Anatomy-Definition, law of robotics, History and Terminology of Robotics-Accuracy 

and repeatability of Robotics-Simple problems- Specifications of Robot-Speed of Robot-Robot joints and 

Links-Robot classifications -Architecture of robotic Systems-Robot Drive systems- Hydraulic, Pneumatic 

and Electric system. End Effectors and Robot Controls: Mechanical Grippers-Slider crank mechanism, 

Screw type, Rotary actuators, cam Type-Magnetic grippers -Vacuum grippers -Air operated Grippers-

Gripper force Analysis-Gripper Design-Simple Problems-Robot controls Case Study - State of art of 

robotics in the field of healthcare.    

MODULE II: Micro/Nano Robotics                                                                                               15 Hours 

Robot Cell Design and Micro/Nano Robotics System: Robot work cell design and Control-Sequence 

control, Operator interface, Safety monitoring devices in Robot-Mobile robot working principle, actuation 

using MATLAB, NXT Software Introductions- Robot applications- Material handling, Machine loading and 

unloading, assembly, Inspection, Welding, Spray painting and undersea robot. Micro/Nanorobotics 

system Overview-Scaling effect- Top down and bottom-up approach- Actuators of Micro/Nano robotics 

system-Nanorobot communication Techniques-Fabrication of micro/nano Grippers-Wall climbing micro 

robot working Principles-Biomimetic Robot-Swarm Robot-Case Study - Nano robot in targeted drug 

delivery system. 

MODULE III: Robot Kinematics                                                                                                  15 Hours 

Robot Transformations and Sensors: Robot Kinematics- Types – 2D & 3D Transformation-Scaling, 

Rotation, Translation- Homogeneous coordinates, multiple Transformation Simple problems. Sensors in 

robot – Touch sensors -Tactile sensor – Proximity and range sensors – Robotic vision Sensor-Force 

sensor -Light sensors, Pressure sensors. Motion Instructions- Pick and place operation using Industrial 

robot- manual mode, automatic mode, subroutine command-based programming - Move master 

command language Case Study - Robot welding application using VAL program. 



                                                                                                          Total Hours: 45 

Text Books: 

1 Mikell P Groover& Nicholas Godrey, Mitchel Weiss, Roger N Nagel, Ashish Dutta, “Industrial 
Robotics, Technology Programming and Applications”, McGraw Hill, 2nd Edition, 2019. 

2 J John Craig , “Introduction to Robotics“, Pearson Education, 4th Edition, 2021 

Reference Books: 

1 Klafter. R.D, Chmielewski. T.A. and Noggin‟s., “Robot Engineering: An Integrated Approach”, 

Prentice Hall of India Pvt. Ltd., 2022.  

2 S.R. Deb, “Robotics Technology and flexible automation “, Tata McGraw-Hill Education., 2021 

Web References: 

1 https://community.sap.com/t5/enterprise-resource-planning-blogs-by-sap/sap-intelligent-

robotic-process-automation-best-practice-content-for-s/ba-p/13399775 

2 https://www.koombea.com/blog/intelligent-automation/ 

Online Resources: 

1 https://www.ibm.com/topics/intelligent-automation 

2 https://www.sap.com/products/technology-platform/process-automation/what-is-rpa.html 

 

 

Continuous Assessment 

End Semester 

Examination 
Total Formative 

Assessment 

Summative 

Assessment 
Total 

Total 

Continuous 

Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C934.1 Understand Tutorial 20 

C932.2, C934.4 Understand  Assignment 20 

C932.3 Apply Case Study 20 

C932.5 Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 

Bloom’s 

Level 

Summative Assessment (24%) 

[120 Marks] 
End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 



Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 

 End Semester 

Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 

(60 Marks) 

FA 1 (40 Marks) 

SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - 

I 

(20 Marks) 

Component - 

II 

(20 Marks) 

Component 

- I 

(20 

Marks) 

Component - 

II 

(20 Marks) 

 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C934.1 3 3 3 2 3 2      2 2 2 2 

C934.2 3 3 3 2 3 2      2 2 2 2 

C934.3 3 3 3 3 3 2      2 2 2 2 

C934.4 3 3 3 2 3 2      2 2 3 3 

C934.5 3 3 3 3 3 3      3 3 2 2 

 

 

 

 

 

 

 



22AD935 ADVANCED MACHINE LEARNING 3/0/0/3 

Nature of Course G (Theory Analytical) 

Pre-requisite Nil 

Course Objectives: 

1 To understand the advanced topics and techniques in machine learning. 

2 To explore deep learning models and their applications. 

3 To study optimization techniques in machine learning. 

4 To apply machine learning models to real-world problems and data. 

5 To examine recent advancements and trends in machine learning research. 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C935.1 Understand advanced machine learning models and theories. [U] 

C935.2 Apply neural networks, deep learning, and optimization techniques. [AP] 

C935.3 Analyze large datasets using machine learning methods. A [A] 

C935.4 Investigate the challenges and limitations of advanced machine learning.  [A] 

C935.5 Develop and evaluate machine learning models for specific tasks. [AP] 

Course Contents: 

ADVANCED TOPICS IN MACHINE LEARNING                                                                             15 Hours 

Review of basic machine learning concepts - Overview of supervised and unsupervised learning - 

Ensemble methods: Bagging, Boosting, and Stacking - Dimensionality reduction techniques: PCA, LDA, t-

SNE - Regularization: L1, L2, Ridge, and Lasso - Hyperparameter tuning and model selection. 

 

DEEP LEARNING AND NEURAL NETWORKS                                                                              15 Hours 

Neural Networks: Architectures and training methods - Deep Learning models: CNNs, RNNs, LSTMs, and 

Autoencoders - Transfer learning and Pre-trained models (e.g., VGG, ResNet) - Generative Adversarial 

Networks (GANs) and their applications - Deep Reinforcement Learning - Case Study: Developing a CNN 

for image classification. 

 

MACHINE LEARNING OPTIMIZATION TECHNIQUES                                                               15 Hours 

Gradient Descent and its variants (SGD, Adam) - Bayesian Optimization - Metaheuristic approaches in 

machine learning optimization - Distributed and Parallel Computing for ML - Ethical considerations and 

biases in machine learning - Case Study: Hyperparameter optimization in deep learning. 

                                                                                                          Total Hours: 45 

Text Books: 

1 Ian Goodfellow, Yoshua Bengio, Aaron Courville, "Deep Learning", 1st Edition, MIT Press, 

2016. 

2 David Foster, "Generative Deep Learning", 1st Edition, O'Reilly Media, 2019. 

3 Trevor Hastie, Robert Tibshirani, Jerome Friedman, "The Elements of Statistical Learning", 

2nd Edition, Springer, 2016. 

Reference Books: 

1 Jakub Langr, "GANs in Action: Deep learning with Generative Adversarial Networks", 1st 

Edition, Manning Publications, 2019. 

2 Lewis Tunstall, Leandro von Werra, Thomas Wolf, "Natural Language Processing with 

Transformers", 1st Edition, O'Reilly Media, 2022. 

3 Ian Goodfellow, "Generative Adversarial Networks", MIT Press, 2020. 



Web References: 

1 https://developers.google.com/machine-learning/gan 

2 https://huggingface.co/transformers 

3 http://jalammar.github.io/illustrated-transformer/ 

 

Continuous Assessment 
End 

Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, 

Case Study, Seminar, Group Assignment) 

FA (16%) 
[80 Marks] 

C935.1 Understand Quiz  20 

C935.2 Apply Tutorial 20 

C935.3 Analyze 
Group Assignment 

20 

C935.4 Analyze 

C935.5 Apply Presentation 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - 
II 

(20 Marks) 

Component - 
I 

(20 Marks) 

Component - II 
(20 Marks) 



 
 

Course Outcome 
(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C935.1 3 3 3 2 3 2      2 2 2 2 

C935.2 3 3 3 2 3 2      2 2 2 2 

C935.3 3 3 3 3 3 2      2 2 2 2 

C935.4 3 3 3 2 3 2      2 2 3 3 

C935.5 3 3 3 3 3 3      3 3 2 2 

 
 



22AD936 EXPLAINABLE AI 3/0/0/3 

Nature of Course F (Theory Programming) 

Pre-Requisite Generative AI 

Course Objectives: 

1 To learn the concepts of Explainable AI (XAI) 

2 To provides a snapshot of interpretable AI techniques that reflects the current discourse and 
provides directions of future development of Intelligent Systems 

3 Explore different techniques and methods for making AI systems explainable. 

4 Examine the ethical and societal implications of XAI. 

5 To learn the real-world datasets and scenarios. 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C936.1 Analyze the trade-offs between model complexity and interpretability [U] 

C936.2 Identify and evaluate risks surrounding the use of AI in a business context [A] 

C936.3 Apply XAI techniques to real-world datasets  [A] 

C936.4 Understand the model agnostic and the model specific explainability methods. [U] 

C936.5 Apply generative AI in your context, identifying the key considerations and 
decisions required at each step 

[AP] 

Course Contents: 

MODULE I: Risk Data Analytics                                                                                                  15 hours 

Types of Risk Data, Financial Data, Market Data, Business Data, Process Automation, Risk and Security, 

Underwriting and Credit scoring, Algorithmic trading, Time Series, Meaning and Components, Trend 

Analysis, Seasonality and cyclical behavior, Moving Average, Exponential smoothing methods – Single 

exponential, double exponential, HOLT-WINTERS, ARIMA. 

MODULE II: Credit Risk Foundation                                                                                        15 hours 

Overview of Consumer Credit Products, Credit Risk Fundamentals, Credit Rating Agencies, External 

Analysis for Credit Information, Verification Frameworks Risk modeling– Fundamentals-Different 

approaches for risk modeling-Binomial Logistic, Multinomial Logistic, Survival Analysis, Penalized Models, 

Hazard Models. Case Study - Distinction between applied risk analysis and generic (fundamental) risk 

analysis.  

MODULE III: Risk Regulations                                                                                                  15 hours 

BASEL II Concepts - Pillar 1, 2 and 3, BASEL II vs BASEL III, IFRS9 standards, Comparison between 

requirements by FSA and APRA, Comparison between IFRS9 standard and CECL (FASB), CCAR, 

Regulation and calculation overview, Asset Classes, V Model Validation-Regulation’s Context: Data 

Cleaning & Model Diagnostics, Variable Selection, Candidate Models, Residual Diagnostics. Case Study 

- Work with real-world climate data to develop the analytical skills required for climate risk management  

 

                                                                                                          Total Hours: 45 hours 

Text Books: 

1 Jimmy Skoglund,” Financial Analysis and Risk Management”, Springer Publication.2022 

2 Richard Apostolik, “Foundations of Financial Risk: An Overview of Financial Risk and Risk-
based Financial Regulation” Wiley,2021 

Reference Books: 



1 Harald Scheule, “Credit Risk Analytics: Measurement Techniques, Applications, and Examples 

in SAS”, Wiley and SAS Business Series, Bart Baesens, Daniel Roesch, Wiley.2022 

2 Anthony Saunders and Linda Allen, “Credit Risk Measurement: New Approaches to Value at 

Risk and Other Paradigms”, John Wiley & Sons; 2nd edition 2020 

Web References: 

1 https://www.investopedia.com/terms/r/risk-analysis.asp 

2 https://onlinelibrary.wiley.com/journal/15396924 

Online Resources: 

1 https://www.ey.com/en_in/services/consulting/financial-services-risk-

management/cafta/certificate-in-financial-risk-management 

2 https://www.coursera.org/specializations/risk-management 

 

 

Continuous Assessment 

End Semester 

Examination 
Total Formative 

Assessment 

Summative 

Assessment 
Total 

Total 

Continuous 

Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C936.2 Analyze Tutorial 20 

C936.1 Understand  Assignment 20 

C936.3, C936.5 Apply Case Study 20 

C936.4 Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 

Bloom’s Level 

Summative Assessment (24%) 

[120 Marks] 

End Semester Examination 

(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 

 



Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 

 End Semester 

Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 

(60 Marks) 

FA 1 (40 Marks) 

SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - 

I 

(20 Marks) 

Component - 

II 

(20 Marks) 

Component - 

I 

(20 

Marks) 

Component - 

II 

(20 Marks) 

 

 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C936.1 3 3 3 2 3 2      2 2 2 2 

C936.2 3 3 3 2 3 2      2 2 2 2 

C936.3 3 3 3 3 3 2      2 2 2 2 

C936.4 3 3 3 2 3 2      2 2 3 3 

C936.5 3 3 3 3 3 3      3 3 2 2 

 

 

 



22AD937 AI FOR HUMANITY 3/0/0/3 

Nature of Course: D (Theory Applications) 

Prerequisite: Nil 

Course Objectives: 

1 Understand the foundational concepts of AI and machine learning 

2 Explore the potential and limitations of AI technologies in various domains. 

3 Examine the ethical implications and societal impact of AI. 

4 Develop strategies for implementing AI solutions that align with human values and ethical 
principles. 

5 Evaluate real-world case studies to understand the practical applications and challenges 
of AI. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C937.1 Develop critical thinking skills to evaluate AI solutions and their impact on 
society. 

[AP] 

C937.2 Acquire problem solving skills to design AI solutions that address humanitarian 
challenges. 

[AP] 

C937.3 Learn to communicate complex AI concepts to non-technical stake holders. [U] 

C937.4 Develop collaboration skills to work effectively in interdisciplinary teams. [AP] 

C937.5 Develop a responsible and ethical approach to AI development and 
deployment. 

[AP] 

Course Contents:  
 
MODULE I CORE TECHNOLOGIES OF AI                                                                                    15 Hours    
Overview of AI and Machine Learning - History and Evolution of AI - Types of AI: Narrow AI vs. General AI 
- Machine Learning Basics - Deep Learning and Neural Networks - Natural Language Processing - AI in 
Healthcare, Education, and Environmental Sustainability - Bias and Fairness in AI - Privacy Concerns and 
Data Security - Transparency and Accountability - Case Studies: AI for Disaster Relief, Public Health, and 
Climate Change. 
 
MODULE II DESIGNING HUMAN CENTRIC AI & ITS FRAMEWORK                                           15 Hours   
User-Centered Design in AI - Ensuring Inclusivity and Accessibility - Human-AI Collaboration and 
Augmentation - Metrics for Assessing AI Performance - Real-World Evaluation and Testing -Case Studies 
of AI Failures and Lessons Learned - Regulatory and Policy Frameworks - AI Governance and Policy - 
International Regulations and Standards - The Role of Governments and NGOs – Case Study: Regulations 
for ethical AI deployment. 

 
MODULE III FUTURE OF AI AND COMMUNITY                                                                             15 Hours 
Emerging Trends in AI - The Impact of AI on Employment and Society - Future Directions for AI Research 
and Development - AI’s Impact on Job Markets - Automation and the Changing Nature of Work - AI in 
Decision-Making Processes - Case Studies: Existing AI Policies and Their Effectiveness. 

                                                                                                      Total Hours: 45 

Text Books: 

1 Andeed ma, James Ong,Siok Siok Tan, ”AI for Humanity: Building a Sustainable AI for the 
Future”,Wiley Publishers, 2024. 

2 Fang Chen, Liyun Li, Jian Long Zhou, “Humanity driven AI”, Springer Cham Publishers, 2022. 

Reference Books: 



1 Hamilton Mann, “Artificial Integrity: The Paths to Leading AI Toward a Human-Centered 
Future”, Wiley Publishers, 2024. 

2 Juan M.Lavista Ferres,William B.Weeks,Brad Smith, “AI for Good: Applications in 
Sustainability, Humanitarian Action, and Health”, Wiley Publishers, 2024. 

Web References: 

1 https://onlinecourses.swayam2.ac.in/imb24_mg116/preview 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C937.1, C937.2 Apply Tutorial 20 

C937.3 Understand  Assignment 20 

C937.4, C937.5 Apply Case Study 20 

C937.6 Understand Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination (60%) 
[100 Marks] 

CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 
 
 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

 



 

Course Outcome 
(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C937.1 3 2 2 3 2 2  2    2 2 2 2 

C937.2 3 2 3 3 2 2  2    2 2 3 2 

C937.3 3 2 2 2 2 2  2    2 3 3 2 

C937.4 3 3 3 3 2 2  2    2 2 3 2 

C937.5 3 3 3 3 2 2  2    2 3 3 2 

 
 

 
 
 
 
 
 
 
 
 
 



22AD938 AUTONOMOUS VEHICLES AND DRONES 3/0/0/3 

Nature of Course: D (Theory Applications) 

Prerequisite: Nil 

Course Objectives: 

1 To develop practical and engineering knowledge with autonomous vehicles, and 
drone technologies 

2 To build experience in modern sensor technologies that enable automation and 
autonomy 

3 To Understand the regulatory procedures of drones, pilot certification and licensing 
and basic safety measures required of UAS / UAV. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C938.1 Apply the concepts and classification of Drones / SLAM like Simultaneous 
Localization And Mapping. 

[AP] 

C938.2 Explore PID controllers, state estimation, and feedback control systems 
specific to autonomous systems. 

[AP] 

C938.3 Understand the principles of communication systems used in autonomous 
vehicles and drones. 

[U] 

C938.4 Apply AI and machine learning techniques to enable decision-making and 
improve autonomy in vehicles and drones. 

[AP] 

C938.5 Design intuitive user interfaces for controlling and monitoring autonomous 
vehicles and drones. 

[A] 

Course Contents: 
 

MODULE I INTRODUCTION AND FUNCTIONAL ARCHITECTURE                                     15 Hours    
Basic Concept- autonomous systems- AI in autonomous systems, Autonomous systems vs robots- 
Major functions in an autonomous vehicle system-Motion Modelling - Coordinate frames and 
transforms-Point mass model - Case study: Agriculture autonomous drones - Modern sensor 
technologies. 
 
MODULE II SLAM                                                                                                                   15 Hours   
Modeling in autonomous systems Vehicle modelling (kinematic and dynamic bicycle model - two-track 
models),-Sensor Modelling – encoders- inertial sensors- Sensors and sensor fusion - GPS- 
Localization and mapping fundamentals-LIDAR and visual SLAM, Navigation - Global path planning- 
Local path planning- Vehicle control - Control structures,-PID control, Linear quadratic regulator, 
Sample controllers. Case study: Autonomous Drones for Construction – Wheeled robots and 
odometry. 

 
MODULE III DRONES                                                                                                             15 Hours 
Overview-Definition,- applications- components platforms- propulsion,-on-board flight control,-
payloads- communications,-concepts of flight-regulatory norms and regulations,-Machine learning and 
deep learning for autonomous driving, Case study(Commercial Drones and Kits).  

                                                                                                      Total Hours: 45 

Text Books: 

1 Shaoshan Liu, Liyun Li, Jie Tang, Shuang Wu, Jean-Luc Gaudiot, “Creating Autonomous 
Vehicle Systems”  Morgan & Claypool Publishers, 2018 

2 Kevin M. Lynch and Frank C, Park, “Modern Robotics: Mechanics, Planning, and 
Control”, 1st Edition,2021 



Reference Books: 

1 Mohammad H. Sadraey, “Design of Unmanned Aerial Systems” First Edition, John Wiley 
& Sons, Inc., USA 2020. 

2 Terry Kilby and Belinda Kilby Make, “Getting Started with Drones”,  First Edition, Maker 
Media Inc, San Francisco CA, 2016.  

Web References: 

1 https://www.coursera.org/learn/Drones  

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C938.1, C938.2 Apply Tutorial 20 

C938.3 Understand  Assignment 20 

C938.4 Apply Case Study 20 

C938.5 Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 
 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - 
II 

(20 Marks) 

Component - 
I 

(20 Marks) 

Component - II 
(20 Marks) 

 



 

Course Outcome 
(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C938.1 3 2 2 3 2 2      2 2 2 2 

C938.2 3 2 3 3 2 2      2 2 3 2 

C938.3 3 2 2 2 2 2      2 3 3 2 

C938.4 3 3 3 3 2 2      2 2 3 2 

C938.5 3 3 3 3 2 2      2 3 3 2 

 
 

 
 
 
 
 
 
 
 
 
 



22AD939 AI FOR REMOTE SENSING 3/0/0/3 

Nature of Course: D (Theory Applications) 

Prerequisite: Nil 

Course Objectives: 

1 Understand the fundamental concepts of remote sensing and AI. 

2 Learn how to preprocess and analyze remote sensing data using AI techniques. 

3 Explore various AI algorithms and models used in remote sensing applications. 

4  Apply AI methods to solve real-world problems using remote sensing data. 

5  Evaluate and interpret the results of AI-driven remote sensing analysis. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C939.1 Able to Understand the various Remote Sensing Fundamentals. [U] 

C939.2 Develop the AI Models for Remote Sensing Applications. [U] 

C939.3 Apply AI Techniques in Remote Sensing. [AP] 

C939.4 Understand the Ethical and Sustainable Use of AI in Remote Sensing. [U] 

C939.5 Implement the Use of Remote Sensing Software and Tools. [AP] 

Course Contents 
 

MODULE I INTRODUCTION TO REMOTE SENSING                                                                15 Hours    
 Definition and scope of remote sensing - Historical development - Overview of electromagnetic radiation 
- Electromagnetic Spectrum and Radiation - Properties of EMR - Interaction of EMR with the atmosphere 
and Earth's surface  - Spectral signatures - Remote Sensing Platforms and Sensors - Types of sensors: 
optical, thermal, radar, LiDAR - Image Acquisition and Preprocessing . 
 
MODULE II IMAGE ENHANCEMENT AND VISUALISATION                                                    15 Hours   
Contrast enhancement - Band combinations (true color, false color) - Image classification techniques 
(supervised, unsupervised) - Image Interpretation and Analysis - Visual interpretation techniques - Digital 
image analysis - Feature extraction - Applications of Remote Sensing - Environmental monitoring 
(forests, water bodies, land use) - Agricultural applications. 
 
MODULE III FUTURE TRENDS IN REMOTE SENSING                                                         15 Hours 
Emerging technologies - Remote sensing in climate change studies - Ethical considerations and data 
privacy - Real-world case studies - Hyperspectral imaging - Radar remote sensing - LiDAR technology 
- multi-temporal analysis – Case study: Disaster management. 

                                                                                                      Total Hours: 45 

Text Books: 

1 Thomas Lillesand, Ralph W. Kiefer, and Jonathan Chipman, “Remote Sensing and Image 
Interpretation”, Seventh edition, Wiley Publishers, 2022 

2 Peter M. Atkinson, Nicholas Tate, “Advances in Remote Sensing and GIS Analysis”, Wiley 
Publishers, 2021. 

Reference Books: 

1 Jian Guo Liu, Philippa J. Mason, ”Image Processing and GIS for Remote Sensing: 
Techniques and Applications, 2nd Edition”, Wiley Publishers, 2020. 

2 Victor Mesev, ”Integration of GIS and Remote Sensing, Wiley Publishers, 2021. 

Web References: 

1 https://onlinecourses.nptel.ac.in/noc24_ce26/preview 

 



Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C939.1, C939.2 Apply Tutorial 20 

C939.3 Understand  Assignment 20 

C939.4, C939.5 Apply Case Study 20 

C939.6 Understand Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s 

Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 
 
 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component 
- I 
(20 

Marks) 

Component - 
II 

(20 Marks) 

 
 

Course 
Outcome (CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C939.1 3 2 2 3 2 1  2    2 2 2 2 

C939.2 3 2 3 3 2 1  2    2 2 3 2 

C939.3 3 2 2 2 2 1  2    2 3 3 2 

C939.4 3 3 3 3 2 1  2    2 2 3 2 

C939.5 3 3 3 3 2 1  2    2 3 3 2 

 



Text Books: 

1. 
Jeffrey S. Strickland, “Predictive Analytics using R”, Lulu Publications, ISBN 978-1-
312-84101-7, 2017. 

2. 
Galit Shmueli, Peter C. Bruce, Inbal Yahav, Nitin R. Patel, Kenneth C. Lichtendahl, 
“Data mining for Business Analytic:  Concepts, Techniques, And Applications In R”, 
Wiley Publications, 2018. 

22AD941 PREDICTIVE ANALYTICS 3/0/0/3 

Nature of Course C (Theory Concept) 

Pre requisites Machine Learning Techniques and Database Management Systems 

Course Objectives: 

1. To Develop skills to process and analyze complex data sets 

2. 
To learn, how to develop models to predict categorical and continuous 
outcomes, using techniques such as decision trees, logistic regression, random 
forest. 

3. 
To understand the different types of Data visualization, Distributions and 
summary statistics. 

4. 
To know the use of the binary classifier and numeric predictor nodes to 
automate model selection. 

5. 
To advice on when and how to use each model. Also learn how to combine two 
or more models to improve prediction 

Course Outcomes 

Upon completion of the course, students shall have ability to 

C941.1 
Illustrate the process to successfully design, build, evaluate and 
implement predictive models for a various business application. 

[U] 

C941.2 
Select appropriate predictive modeling approaches to identify cases to 
progress with. 

[R] 

C941.3 
Identify the real-world business problems and model with analytical 
solutions.  

[AP] 

C941.4 Apply predictive modeling approaches and evaluate the performance. [AP] 

C941.5 
Convert any real-world decision-making problem to hypothesis and 
apply suitable statistical testing. 

[A] 

Course Contents: 
 
PREDICTION AND CLASSIFICATION METHODS:                                           15 Hours  
Explanatory vs Predictive Modeling – Multiple Linear Regression, Classification Tress, 
Avoiding Overfitting - Regression Trees, Improving Prediction: Random Forests and 
Boosted Trees, Logistic Regression, Discriminant Analysis.  
  
MEDIA ANALYTICS:                                                                                              15 Hours 
Social Network Analytics - Directed vs. Undirected Networks - Visualizing and Analyzing 
Networks - Social Data Metrics and Taxonomy - Using Network Metrics in Prediction and 
Classification – Text Mining - Bag-of-Words vs. Meaning Extraction at Document Level – 
Case Study: Catalog Cross-Selling - Predicting Bankruptcy. 
 
PERFORMANCE EVALUATION:  15 Hours 
Evaluating Predictive Performance - Judging Classifier Performance - Judging Ranking 
Performance - Oversampling: Oversampling the Training Set, Evaluating Model 
Performance Using a Non-oversampled Validation Set. 
 

Total Hours 45  



3. 
Daniel T. Larose, Chantal D. Larose, “Data Mining and Predictive Analytic”, Wiley, 
2nd Edition 2015. 

4. 
Dr. Anasse Bari, Mohamed Chaouchi, Tommy Jung, “Predictive Analytics For 
Dummies”, Wiley, 2nd Edition, 2016. 

5. 

Richard Hurley, “Predictive Analytics: The Secret to Predicting Future Events Using 
Big Data and Data Science Techniques Such as Data Mining, Predictive Modelling, 
Statistics, Data Analysis, and Machine Learning”, 10th Edition, Ationa Publications 
2019. 

Reference Books: 

1. 
Dinov Ivo D., “Data Science and Predictive Analytics”, Springer International 
Publishing AG, 5th Edition, 2018. 

2. 
Tamhane Ajit C, “Predictive Analytics- Parametric Models for Regression and 
Classification Using R”, John Wiley & Sons Inc, 1st Edition, 2020. 

3. 
John D. Kelleher, Brian Mac Namee, Aoife D'Arcy, “Fundamentals of Machine 
Learning for Predictive Data Analytics: Algorithms, Worked Examples, and Case 
Studies”, The MIT Press, 1st Edition, 2015. 

4. 
G.James, D.Witten, T.Hastie, R.Tibshirani, “An introduction to statistical learning 
with applications in R” ,Springer,2013. 

Web References: 

1. https://www.ibm.com/in-en/analytics/predictive-analytics 

2. https://cloud.google.com/learn/what-is-predictive-analytics 

3. https://www.sas.com/en_in/insights/analytics/predictive-analytics.html 

4. https://www.mathworks.com/discovery/predictive-analytics.html 

Online Resources: 

1. https://www.edx.org/course/introduction-to-analytics-modeling 

2. https://www.ey.com/en_in/ey-faas-learning-solutions/certificate-in-predictive-

analytics-in-python 

3. https://www.skillsoft.com/channel/predictive-analytics-84e64131-1557-11e7-9f21-

659139b59eba 

4. https://intellipaat.com/data-analytics-master-training-course 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 
Total Continuous 

Assessment  

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, 

Case Study, Seminar, Group Assignment) 

FA 
(16%) 



[80 
Marks] 

C941.1 Understand Quiz 20 

C941.2 Remember Tutorial 20 

C941.3 Apply 
Assignment 

20 

C941.4 Apply 

C941.5 Analyze Presentation 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1: [60 Marks] CIA2: [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 

Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

 
 
 
 
  

Course Outcomes 
(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C941.1 2 3 1  1        1 2 2 

C941.2 1 2 2  2        2 1 1 

C941.3 3 3 3 3 3        3 3 1 

C941.4 1 1 2  1        1 1 1 

C941.5 2 1 2 2 1        2 1 2 

 
 



22AD942 INFORMATION EXTRACTION AND RETRIEVAL 3/0/0/3 

Nature of Course G (Theory Analytical) 

Prerequisites Data mining 

Course Objectives: 

1 To outline basic terminology and components in information retrieval. 

2 To understand the concepts of IR models. 

3 To explore information extraction and integration. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C942.1 Understand the basic concepts in Information Retrieval. [U] 

C942.2 Analyze the searching and indexing techniques. [A] 

C942.3 Understand the link analysis for ranking. [U] 

C942.4 Apply classification and clustering techniques on text documents. [AP] 

C942.5 Evaluate the effectiveness of information retrieval methods. [E] 

C942.6 Able to understand extraction of information and integration. [U] 

Course Contents: 
Module I - Introduction                                                                                                              15 Hours  
History, Components of IR – Open-source Search engine Frameworks - The impact of the web on IR - 
The role of artificial intelligence (AI) in IR – IR Versus Web Search - Characterizing the web. Querying: 
Pre-processing - wildcard queries, Phrase Queries - Relevance Feedback - Query expansion. Models: 
Boolean and vector-space retrieval models - Term weighting - TF - IDF weighting - cosine similarity –- 
efficient processing with sparse vectors – Language Model based IR - Probabilistic IR –Latent Semantic 
Indexing. Searching and Indexing: Web Search Architectures - crawling - meta crawlers - Focused 
Crawling - Inverted indices - web indexes – Near-duplicate detection - Index Compression – XML retrieval.  
Module II - Link Analysis, Classification and Clustering                                                        15 Hours  
Link Analysis: Hubs and Authorities – Page Rank and HITS algorithms- Evaluation- metrics Recall, 
Precision and F measure – Evaluations on Benchmark Text Collections – Text Representation – Word 
Statistics – Morphology – Index Term Selection using Thesauri –Metadata and Markup Languages. 
Classification- Text classification and clustering - Categorization algorithms: Naive Bayes; decision trees; 
and nearest neighbour, Support Vector Machine – Clustering algorithms: Flat clustering, Hierarchical 
Clustering, Agglomerative clustering, K-means, Expectation Maximization (EM) - Semantic Matching 
using Neural Networks. Recommendation System.  
Module III: Information Extraction                                                                                           15 Hours 
Integration of Information extraction- Entity Extraction-Rule based methods and Statistical methods- 
Extracting Data from Text – XML – Ontologies, thesauri, semantic web – Collecting and Integrating 
Specialized Information on the Web - Evaluation of Information extraction Technologies Case Study: 
Organizations and Information systems data in Traditional file Environment, Biomedical Texts and 
Business Texts. 
 

                                                                                                          Total Hours: 45 

Text Books: 

1 Christopher D.Manning, Prabhakar Raghavan,Hinrich Schutze, “Introduction to information 
retrieval”, Cambridge university press, first south asian edition, 2012. 

2 Ricardo Baeza-Yates, Berthier Ribeiro-Neto, “Modern information retrieval: The concepts 
and technology behind search”,ACM press books, second edition, 2011. 

3 Marie Francine Moens, “Information Extraction: Algorithms and Prospectus in a Retrieval 
Context”, 2010. 

Reference Books: 

1 Stephen Buettcher, Charles L.A. Clarke and Gordon V. Carmack, “Information Retrieval: 
Implementing and Evaluating Search Engines”, MIT Press, 2010 

2 Bruce Croft, Donald Metzler and Trevor Strohman, “Search Engines: Information Retrieval in 
Practice”, 1st Edition Addison Wesley, 2009. 



3 Mark Levene, “An Introduction to Search Engines and Web Navigation”, 2nd Edition, Wiley, 
2010. 

Web References: 

1 Information Retrieval,Wiley 

2 https://www.coursera.org/courses/information/retrieva 

3 https://www.sciencedirect.com/topics/computer-science/information-retrieval-systems 

4 https://en.wikipedia.org/wiki/Information_retrieval 

 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, 

Case Study, Seminar, Group Assignment) 

FA (16%) 
[80 Marks] 

C942.1 Understand Quiz  20 

C942.2 Analyze Tutorial 20 

C942.3 Understand 
Assignment 

20 

C942.4 Apply 

C942.5 Apply Presentation 20 

C942.6 Understand 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks]  End Semester 

Examination (60%) 
[100 Marks] CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 FA 1 (40 Marks) SA 2 FA 2 (40 Marks) 

https://www.coursera.org/courses/information/retrieva
https://www.sciencedirect.com/topics/computer-science/information-retrieval-systems


(60 Marks) 
Component - 

I 
(20 Marks) 

Component - 
II 

(20 Marks) 

(60 Marks) Component - 
I 

(20 
Marks) 

Component - 
II 

(20 Marks) 

 
 

Course Outcome 
(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C942.1 3 3 3 2 3 2      2 2 2 2 

C942.2 3 3 3 2 3 2      2 2 2 2 

C942.3 3 3 3 3 3 2      2 2 2 2 

C942.4 3 3 3 2 3 2      2 2 3 3 

C942.5 3 3 3 3 3 3      3 3 2 2 

C942.6 3 3 3 3 3 3     3 3 2 3 3 

 



 
 
 

22AD943 COMPUTATIONAL STATISTICS FOR DATA SCIENCE 3/0/0/3 

Nature of Course  C (Theory Concept)  

Prerequisites  Python for Data Science  

Course Objectives:  

1  To introduce computational statistics concepts. 

2  To study the basics of probability and statistical model.  

3  To determine which type of sampling distribution would be suitable for a given 
type of application problem. 

4  To design and create small real time applications using statistical model. 

Course Outcomes:  
Upon completion of the course, students shall have ability to:  

C943.1  Understand the basic computational statistics.  [U]  

C943.2  Understand the concepts of exploratory data analysis.  [U]  

C943.3  Describe the attributes of sampling distributions that can be 
applied over data.  

[A] 

C943.4  Create Rules for multi variable distribution.  [AP]  

C943.5  Apply knowledge to design solutions to different problems.  [AP]  

Course Contents:  
MODULE I EXPLORATORY DATA ANALYSIS                                                  15 Hours  
Elements of structured data – Rectangular Data – Estimates of Location – Estimates of 
variability – Exploring the data distribution – Exploring Binary and Categorical Data – 
Exploring two or more variables. Case Study: Analysis of E-commerce Sales Data. 
 
MODULE II DATA AND SAMPLING DISTRIBUTIONS                                         15 Hours  
Random sampling and sample bias – selection bias – sampling distribution of a statistic – 
The bootstrap – Confidence intervals – Normal distribution – Long tailed distribution – 
Binomial distribution – Poisson distribution – Graphical Neural Network. Case Study: 
Analyzing Election Polling Data Using Sampling and Distribution Techniques. 
 
MODULE III BAYESIAN MODELLING AND APPLICATIONS                                15 Hours  
Bayesian Statistics – Markov Chain Monte Carlo Methods for Bayesian modeling – PyMC3 
for Bayesian Modeling and Inference – Applications of Statistical Models – Case Study: 
Hybrid Feature Vector-Assisted Action Representation for Human Action Recognition Using 
Support Vector Machines, Use PyMC3 to model the disease dynamics of and infer the 
parameters of an SIR model of COVID-19 from real-world data. Case Study: Modeling 
COVID-19 Dynamics with PyMC3. 

Total Hours:  45 

Text Books:  

1 Hao Helen Zhang, Richard A. Levine, Thomas C. M. Lee, Walter W. 
Piegorsch, “Computational Statistics in Data Science”, Wiley, March 2022. 

2 Peter C.Bruce and Andrew C.Bruce, “Statistics for Data Scientists”, O’Reilly, 
2018.  

3 Geof H. Givens and Jennifer A. Hoeting,” Computational Statistics” Second 
Edition, Wiley Publications, 2018.  

Reference Books: 

1 Debabrata Samanta, Raghavendra Rao Althar, Sabyasachi Pramanik, Soumi 
Dutta, “Methodologies and Applications of Computational Statistics for 
Machine Intelligence”, IGI Global, 2021. 

2 Dawn Griffiths, “Head First Statistics: A Brain-Friendly Guide”, O’Reilly, 2018.  



3 Christian Heumann, Michel Schomaker, “Introduction to statistics and Data 
Analysis”, Springer Publishers, 2020.  

Web References: 

1 https://www.coursera.org/specializations/compstats  

2 https://www.stat.colostate.edu/computationalstatistics/  

3 https://www.analyticssteps.com/blogs/introduction-graph-neural-network-
gnn  

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 
Total Continuous 

Assessment  

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, 

Case Study, Seminar, Group Assignment) 

FA 
(16%) 

[80 
Marks] 

C943.1 Understand Quiz 20 

C943.2 Remember Tutorial 20 

C943.3 Apply 
Assignment 

20 

C943.4 Apply 

C943.5 Analyze Presentation 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1: [60 Marks] CIA2: [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 

Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 



 

Course 
Outcome 

(CO) 

Programme Outcomes (PO)  Programme Specific 
Outcomes (PSO) 

 
1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C943.1 3  3  2  2  3  3  3  3  
  

2 2 3  3  3  

C943.2 3  3  2  2  3  3  3  3  1  1  2  2  2  3  3  

C943.3 3 3 3 3 2 2 2 3 
  

2 3 3 3 2 

C943.4 3 3 2 2 3 3 3 3 1 1 2 2 3 2 2 

C943.5 3  3  3  3  2  2  2  3  2  3  2  2  3  3  3  

 
 



22AD944 ETHICS IN DATA SCIENCE 3/0/0/3 

Nature of 
Course 

C (Theory Concept) 

Prerequisites Data Science 

Course Objectives: 

1 To understand the need of ethics in data science. 

2 To know about privacy and their risk. 

3 To be familiar with choice of attributes. 

4 Interpret and apply a professional code of ethics relevant to the data 
science profession. 

5 To identify ethics in real time with the help of case studies. 

Course Outcomes: 
Upon completion of the course, students shall have ability to 

C944.1 Identify and analyze the ethical needs in data science. [U] 

C944.2 Articulate the privacy degree and risk. [U] 

C944.3 Apply ethical frameworks to help them analyze ethical 
challenges. [AP] 

C944.4 Analyze the errors in processing the data and design.  [A] 

C944.5 Develop the data based on guiding principles. [AP] 

C944.6 Examine ethics in various real time examples. [A] 

Course Contents: 

 
MODULE I Introduction to Ethics and Data Privacy                            15 Hours               
 
Ethics – Data Science needs ethics – Five C’s - Informed Consent – Limitations in informed 
Consent - Privacy – History of Privacy – Degree of Privacy – Modern Privacy risk - Policy 
guidelines. Case Study: Social Sciences and Behavioural Case. 

 
MODULE II Significance of Ethics                                                         15 Hours               
 
Algorithmic  Bias –Policy Guidelines - Ethical Rules- Ethical Frameworks - Ethical 
Challenges – Best Practices for  practitioners and users - Data Validity – Choice of attribute 
and measure – Errors in Data Processing – Errors in Model Design. Case Study: Algorithmic 
Bias, Ethical Guidelines, and Data 
Validity                                                                                                          

 
MODULE  III  Building Ethics                                                                                                                
Code of Ethics – Wrap up – Ethics and security training – Developing guiding principles – 
Building ethics into data driven culture – Regulation – Case Study: Algorithm Fairness, 
Social Credit Scores, Target Ads.  

                                                                                             Total Hours: 45 

Text Books: 

1 Bill Franks, “97 Things About Ethics Everyone in Data Science Should 
Know”, O'Reilly Media, Inc, August 2022. 

2 Mike Loukides, Hilary Mason, Dj Patil, “Ethics in Data Science”, O'Reilly 
Media, Inc, 2020. 

Reference Books: 

1 Shannon Vallor, William J. Rewak, S.J., “An Introduction to Data Ethics”, 
Santa Clara University, 2021. 

2 John D. Kelleher, Brendan Tierney, “Data Science”, MIT Press, 2020. 

Web References:  

1 https://www.coursera.org/learn/data-science-ethics 

https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Mike+Loukides%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Hilary+Mason%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Dj+Patil%22


 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 
Total 

Continuous 
Assessment  

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s Level 
Assessment 
Component  

FA (16%) 
[80 Marks] 

C944.1, C944.2 Apply Tutorial 20 

C944.3 Understand  Assignment 20 

C944.4, C944.5 Apply Case Study 20 

C944.6 Understand Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester 
Examination (60%) 

[100 Marks] 
CIA1 : [60 

Marks] 
CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 

Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

  

Course 
Outcome 

(CO) 

Programme Outcomes (PO)  Programme Specific 
Outcomes (PSO) 

 
1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C944.1 3  3  2  2  3  3  3  3  
  

2 2 3 3 3 

C944.2 3  3  2  2  3  3  3  3  1  1  2  2  2 3 3 

C944.3 3 3 3 3 2 2 2 3 
  

2 3 3 3 2 

C944.4 3 3 2 2 3 3 3 3 1 1 2 2 3 2 2 

C944.5 3  3  3  3  2  2  2  3  2  3  2  2  3 3 3 

 
 



22AD945 VIDEO ANALYTICS 3/0/0/3 

Nature of Course F (Theory) 

Pre Requisite:  Deep Learning and its applications 
Course Objectives: 

1 understand the basics of image processing techniques for computer vision 

2 Learn the techniques used for image pre-processing. 

3 Discuss the various object detection techniques. 

4 understand the various Object recognition mechanisms. 

5 elaborate on the video analytics techniques. 

 
Course Outcomes: 
Upon completion of the course, students shall have ability to 

C 945.1 
Analyze the basics of image processing techniques for computer vision 
and video analysis. 

[A] 

C945.2 Apply the techniques used for image pre-processing. [AP] 

C945.3 Develop various object detection techniques. [AP] 

C945.4 Understand the various face recognition mechanisms. [U] 

C945.5 Elaborate on deep learning-based video analytics. [U] 

 
Course Contents: 

Module 1: Introduction to image pre-processing                                                               15 hours 
Computer Vision – Image representation and image analysis tasks - Image representations – 
digitization – properties – color images – Data structures for Image Analysis - Levels of image data 
representation - Traditional and Hierarchical image data structures - Local pre-processing - Image 
smoothing - Edge detectors - Zero-crossings of the second derivative - Scale in image processing - 
Canny edge detection - Parametric edge models - Edges in multispectral images - Local pre-
processing in the frequency domain - Line detection by local preprocessing operators - Image 
restoration. Enhancing Public Safety: A Case Study on Real-Time Video Analytics in Smart City 
Surveillance. Case Study: Real-Time Surveillance Systems Using Video Analytics for Smart Cities 
 
Module 2 : Face Recognition And Gesture Recognition                                                  15 hours                                                                                                                                  
                                                                                                                                     
Object detection– Object detection methods – Deep Learning framework for Object detection– 
bounding box approach-Intersection over Union (IoU) –Deep Learning Architectures-R-CNN-Faster 
R-CNN-You Only Look Once(YOLO)-Salient features-Loss Functions-YOLO architectures- Face 
Recognition-Introduction-Applications of Face Recognition-Process of Face Recognition- DeepFace 
solution by Facebook-FaceNet for Face Recognition- Implementation using FaceNetGesture 
Recognition. Case study AI-Driven Traffic Management: Leveraging Video Analytics for Smart 
Transportation Systems. Case Study: Video Analytics in Retail: Enhancing Customer Experience and 
Business Intelligence 
 
Module 3 : Video Analytics                                                                                                    15 hours 
Video Processing – use cases of video analytics-Vanishing Gradient and exploding gradient problem 
- RestNet architecture-RestNet and skip connections-Inception Network-GoogleNet architecture 
Improvement in Inception v2-Video analytics-RestNet and Inception v3. Case Study: Video Analytics 
in Retail: Improving Customer Insights and Security through Intelligent Monitoring. Case Study : 
Automated Traffic Management Systems: Leveraging Video Analytics for Smart Transportation 

Total Hours: 45 



Text Books: 

1 Milan Sonka, Vaclav Hlavac, Roger Boyle, “Image Processing, Analysis, and Machine 
Vision”, 4nd edition, Thomson Learning, 2023. 

2 Vaibhav Verdhan, 2021, Computer Vision Using Deep Learning Neural Network 
Architectures with Python and Keras, Apress, 2023. 

 
Reference Books: 

1 Richard Szeliski, “Computer Vision: Algorithms and Applications”, Springer Verlag London 
Limited, 2023. 

2 Caifeng Shan, FatihPorikli, Tao Xiang, Shaogang Gong, “Video Analytics for Business 
Intelligence”, Springer, 2022. 

 
Web References: 

1 https://www.briefcam.com/technology/video-analytics/ 

2 https://www.sciencedirect.com/topics/computer-science/video-analytics 

3 https://www.viisights.com/ 

Online Resources: 

1 https://senstar.com/products/video-analytics/ 

2 https://archive.nptel.ac.in/courses/110/106/110106072/ 
 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C945.2 Apply Tutorial 20 

C945.4, C945.5 Understand  Assignment 20 

C945.3 Apply Case Study 20 

C945.1 Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s 

Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 
 
 
 



Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component 
- I 
(20 

Marks) 

Component - 
II 

(20 Marks) 

 
 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C945.1 3 3 3 2 3 2      2 2 2 2 

C945.2 3 3 3 2 3 2      2 2 2 2 

C945.3 3 3 3 3 3 2      2 2 2 2 

C945.4 3 3 3 2 3 2      2 2 3 3 

C945.5 3 3 3 3 3 3      3 3 2 2 

 
 



22AD946 WEB AND SOCIAL MEDIA MINING 3/0/0/3 

Nature of Course H (Theory Technology) 

Pre requisites Data Warehousing and Mining 

Course Objectives: 

1 To provide an overview of common text mining and social media data analytic activities. 

2 To introduce the various tools for Text Mining and carry out Pattern Discovery, Predictive 
Modeling. 

3 To understand the complexities of processing text and network data from different data 
sources. 

4 To enable students to solve complex real-world problems for sentiment analysis and 
Recommendation systems. 

Course Outcomes: 
Upon completion of the course, students shall have ability to 

C946.1 Interpret the terminologies, metaphors and perspectives of social media analytics. [U] 

C946.2 Apply a wide range of classification, clustering, estimation and prediction algorithms 
on Textual data. 

[AP] 

C946.3 Perform social network analysis to identify important social actors, subgroups and 
network properties in social media sites. 

[A] 

C946.4 Provide solutions to the emerging problems with social media such as behavior 
analytics and recommendation systems. 

[A] 

C946.5 Design new solutions to opinion extraction, sentiment classification and data 
summarization problems. 

[AP] 

Course Contents: 

Module 1: Text and Web Mining:                                                                                                 18 Hours 
Text Representation- tokenization, stemming, stop words, TF-IDF, Feature Vector Representation, NER, 
Text Clustering, Text Classification, Topic Modeling, Query optimization, page ranking. Web Crawling-
Crawler Algorithms, Implementation Issues, Evaluation, Session & visitor Analysis, Visitor Segmentation, 
Analysis of Sequential & Navigational Patterns, Predictions based on web user transactions.  
Module 2: Social Media Mining                                                                                                   15 Hours 
Social network and web data and methods. Graphs and Matrices. Basic measures for individuals and 
networks. Information visualization. Making connections: Link analysis. Random graphs and network 
evolution. Social contexts: Affiliation and identity; Social network analysis, Recommendation system 
Module 3: Sentimental and Behavioral Analytics                                                                     12 Hours 
Content Analysis; Natural Language Processing; Clustering & Topic Detection; Simple Predictive 
Modeling; Sentiment Analysis; Sentiment Prediction. Behavior Analytics: Individual Behavior, Collective 
Behavior. Case study: Usage of Linguistic Inquiry and Word Count (LIWC) analysis software program 
and similar tools. 

Total Hours: 45 

Text Books: 

1. Matthew A. Russell, Mikhail Klassen “Mining the Social Web”, Third Edition, 2019. 

2. Bing Liu, “Web Data Mining-Exploring Hyperlinks, Contents, and Usage Data”, Springer, Second 
Edition, 2011. 

3. Reza Zafarani, Mohammad Ali Abbasi and Huan Liu, “Social Media Mining – An Introduction”, 
Cambridge University Press, 2014. 

Reference Books: 

1. Bing Liu, “Sentiment Analysis and Opinion Mining”, Morgan & Claypool Publishers, 2012. 

2. Nitin Indurkhya, Fred J Damerau, “Handbook of Natural Language Process”, 2nd Edition, CRC 
Press, 2010. 

3. Matthew A.Russell, “Mining the social web”, 2nd edition- O'Reilly Media, 2013. 

4. Ronen Feldman and James Sanger, The Text Mining Handbook: Advanced Approaches in 
Analyzing Unstructured Data, Cambridge University Press, First Edition, 2009. 

Web References: 

1. https://www.g2.com/articles/social-media-data-mining 



2. www.gsb.stanford.edu/faculty-research/behavioral-lab 

Online Resources: 

1. https://www.coursera.org/projects/basic-sentiment-analysis-tensorflow  

2. https://cs.ccsu.edu/~markov/ccsu_courses/WebMining.html  

3 https://www.coursera.org/learn/text-mining?specialization=data-mining  

 

 

Continuous Assessment 
End 

Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, 

Case Study, Seminar, Group Assignment) 

FA (16%) 
[80 Marks] 

C946.1 Understand Quiz 20 

C946.2 Apply Tutorial 20 

C946.3 Apply 
Group Assignment 

20 

C946.4 Understand 

C946.5 Apply Presentation 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

 Component 
- I 

(20 Marks) 

Component - 
II 

(20 Marks) 

 Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

 

https://www.coursera.org/projects/basic-sentiment-analysis-tensorflow
https://cs.ccsu.edu/~markov/ccsu_courses/WebMining.html
https://www.coursera.org/learn/text-mining?specialization=data-mining


* SA 1 & SA 2 are continuous internal examination conducted each for 100 marks  
* FA1 & FA 2 is internal components conducted as per syllabus requirements. Each 

Component evaluated for 10 marks each.  
* ES exams conducted and evaluated for 100 marks. 

Course Outcome 
(CO) 

Programme Outcomes (PO) 

Programme 
Specific 

Outcomes 
(PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C946.1 3 3 3 2 2 2  2 2 2 2 2    

C946.2 3 3 3 3 3 3  2 2 2 2 3    

C946.3 3 3 3 3 3 3  2 3 2 2 3    

C946.4 3 3 3 3 3 3  2 3 3 2 3    

C946.5 3 3 3 3 3 3  2 3 3 2 3    
 

 
 



22AD947 BUSINESS ANALYTICS 3/0/0/3 

Nature of Course F (Theory Programming) 

Pre-Requisite Nil 

Course Objectives: 

1 To gain an understanding of how managers use business analytics to formulate and solve 
business problems and to support managerial decision making.   

2 To become familiar with the processes needed to develop, report, and analyze business 
data. 

3 To learn how to use and apply Excel and Excel add-ins to solve business problems. 

4 Learn calculations of measures of central tendency 

5 It leads the way for better understanding and viewing of data. 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C947.1 To understand the Business Analytics in practice [U] 

C947.2 To understand concepts of Descriptive Analytics [U] 

C947.3 To learn about Data mining for business [A] 

C947.4 To understand concepts of Prescriptive Analytics [AP] 

C947.5 To learn about the R environment Unit [AP] 

Course Contents: 

MODULE I: INTRODUCTION TO BUSINESS ANALYTICS                                                      15 hours                                                                                                                                  

Definition of Business Analytics, Categories of Business Analytical methods and models, Business 

Analytics in practice, Big Data - Overview of using Data, Types of Data- Business decision modeling.  

MODULE II: DESCRIPTIVE ANALYTICS                                                                                   15 hours                                                                                                                                  

Overview of Description Statistics (Central Tendency, Variability), Data Visualization -Definition, 

Visualization Techniques – Tables, Cross Tabulations, charts, Data Dashboards using Advanced Ms-

Excel or SPSS, Data Exploration & Reduction, Data mining and business intelligence. Data Analysis and 

Frequency Distribution (DAFD), Scales of Measurement. Measures of Central Tendency, Pythagorean, 

Means, Dispersion, Skewness and Kurtosis. Case Study - Selective Inventory Control Techniques: ABC, 

VED, FNSD & XYZ 

MODULE III: PRESCRIPTIVE ANALYTICS                                                                                  15 hours                                                                                                                                  

Overview of Linear Optimization, Non-Linear Programming Integer Optimization, Cutting Plane algorithm 

and other methods, Data mining for business, Classification, Association, Cause Effect Modeling -

Decision Analysis – Relative frequency and Subjective -Risk and uncertainty methods - Text analytics 

Web analytics. Case Study - KDD Process   

                                                                                                          Total Hours: 45 

Text Books: 

1 Camm, Cochran, Fry, Ohlmann, Anderson, Sweeney, Williams – “Essentials of Business 
Analytics” Cengage Learning.2022 

2 Albright Winston, “Business Analytics - Data Analysis - Data Analysis and Decision Making” 
Cengage Learning, Reprint 2022  

Reference Books: 

1 Sahil Raj, “Business Analytics” First Edition, John Wiley & Sons, Inc., USA 2020. 



2 James Evans, “Business Analytics”, Pearson., First Edition, Maker Media Inc, San Francisco 

CA, 2019 

Web References: 

1 https://www.ibm.com/topics/business-analytics 

2 https://www.datacamp.com/blog/what-is-business-analytics 

Online Resources: 

1 https://www.learnquest.com/course-detail-v3.aspx?cnum=BACS-200-IN 

2 https://online.hbs.edu/courses/business-analytics/ 

 

 

Continuous Assessment 

End Semester 

Examination 
Total Formative 

Assessment 

Summative 

Assessment 
Total 

Total 

Continuous 

Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C947.2 Apply Tutorial 20 

C947.1 Understand  Assignment 20 

C947.3, C947.5 Analyze Case Study 20 

C947.4 Apply Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 

Bloom’s Level 

Summative Assessment (24%) 

[120 Marks] 

End Semester Examination 

(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 

 

 

 



Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 
 End Semester 

Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 

(60 Marks) 

FA 1 (40 Marks) 

SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - 

I 

(20 Marks) 

Component - 

II 

(20 Marks) 

Component 

- I 

(20 Marks) 

Component - 

II 

(20 Marks) 

 

 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) 
Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C947.1 3 3 3 2 3 2      2 2 2 2 

C947.2 3 3 3 2 3 2      2 2 2 2 

C947.3 3 3 3 3 3 2      2 2 2 2 

C947.4 3 3 3 2 3 2      2 2 3 3 

C947.5 3 3 3 3 3 3      3 3 2 2 

 

 

 

 

 

 

 

 

 

 



22AD948 SPEECH PROCESSING 3/0/0/3 

Nature of Course  C (Theory Concept)  

Prerequisites  Nil  

Course Objectives:  

1  Understand the fundamental concepts of speech production and perception. 

2  Study the characteristics and processing techniques of speech signals. 

3  Learn methods for speech analysis, synthesis, and recognition. 

4  Explore the applications of speech processing in modern technologies. 

5  Discuss challenges and current research trends in speech processing. 

Course Outcomes:  
Upon completion of the course, students shall have ability to:  

C948.1  Understand the mechanisms of speech production and perception. [U] 

C948.2  Identify various techniques used in speech analysis and processing. [U] 

C948.3  Apply speech synthesis and recognition techniques in real-world applications. [AP] 

C948.4  Analyze speech processing challenges and evaluate potential solutions. [A] 

C948.5  Implement practical speech processing systems in various domains. [AP] 

Course Contents:  

 
MODULE I Introduction to Speech Processing                                                                 15 Hours 
Basics of Speech Production and Perception - Acoustic Phonetics and Linguistics - Speech Signal 
Representation and Features - Time-domain Methods for Speech Processing - Applications of 
Speech Processing: Case Study on Voice Assistants. 
 
MODULE II Speech Analysis and Synthesis                                                                   15 Hours  
Frequency-domain Methods: Fourier Transform, Spectrograms - Linear Predictive Coding (LPC) - 
Cepstral Analysis, MFCC - Speech Synthesis: Text-to-Speech Systems - Case Study: Synthesis 
Techniques in Assistive Technologies. 
 
MODULE III – Speech Recognition and Advanced Topics                                              15 Hours  
Basics of Automatic Speech Recognition (ASR) - Hidden Markov Models (HMM) and Gaussian 
Mixture Models (GMM) - Deep Learning in Speech Processing: DNN, CNN, RNN - Speaker 
Recognition and Verification - Case Study: Applications of Speech Recognition in Virtual Assistants. 
 

Total Hours:  45 

Text Books:  

1  Lawrence R. Rabiner, Ronald W. Schafer, Digital Processing of Speech Signals, Pearson, 
2016. 

2  Thomas F. Quatieri, Discrete-Time Speech Signal Processing, Pearson, 2018. 

3  Ben Gold, Nelson Morgan, Speech and Audio Signal Processing: Processing and Perception 
of Speech and Music, John Wiley & Sons, 2021. 

Reference Books:  

1 Sadaoki Furui, Digital Speech Processing, Synthesis, and Recognition, CRC Press, 2018. 

2 Douglas O'Shaughnessy, Speech Communications: Human and Machine, IEEE Press, 20020. 

Web References:  

1  https://www.coursera.org/learn/speech-processing 

2  https://www.sciencedirect.com/book/9780123738037/digital-speech-processing-synthesis-
and-recognition 

3  https://online.stanford.edu/courses/sohs-ym0013-introduction-speech-processing 

 
 
 
 
 



Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, 

Case Study, Seminar, Group Assignment) 

FA (16%) 
[80 Marks] 

C948.1  Understand Quiz 20 

C948.2  Remember Tutorial 20 

C948.3  Apply 
Assignment 

20 

C948.4  Apply 

C948.5  Analyze Presentation 20 

 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1: [60 Marks] CIA2: [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

Component - I 
(20 Marks) 

Component 
- II 

(20 Marks) 

 

Course Outcome 
(CO) 

Programme Outcomes (PO)  Programme Specific 
Outcomes (PSO)  

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C948.1  2 1 3 
 

3 
       

3 3 3 

C948.2  3 3 2 3 2 
       

3 2 3 

C948.3  3 3 2 
         

3 
 

3 

C948.4  2 1 2 
         

2 
 

2 

C948.5  2 1 2 3 
   

1 1 1 1 1 3 3 3 
 



22AD949 RISK ANALYTICS 3/0/0/3 

Nature of Course F (Theory Programming) 

Pre-Requisite Business Analytics 

Course Objectives: 

1 To introduce the importance of Risk analytics and its relevance in the current financial 
landscape. 

2 To explore the different types of financial analytics and understand their applications in 
corporate financial analytics. 

3 To introduce the fundamental analysis and technical analysis and explain their features and 
implementation in financial analytics. 

4 To introduce financial data analytics and its various types such as market data, business data, 
and process automation. 

5 To explore credit risk modeling and provide an overview of consumer credit products. 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C949.1 Understand the importance of financial analytics and its relevance in the current 
financial landscape. 

[U] 

C949.2 Analyze and apply different types of financial analytics in corporate financial 
analytics, investment financial analytics, and financial analytics for current financial 
challenges. 

[A] 

C949.3 Analyze financial data analytics and its various types such as market data, 
business data, and process automation. 

[A] 

C949.4 Understand the credit risk modeling and provide an overview of consumer credit 
products, credit rating agencies 

[U] 

C949.5 Evaluate fundamental analysis and technical analysis and their features and 
implementation in financial analytics 

[AP] 

Course Contents: 

MODULE I: Risk Data Analytics                                                                                                 15 Hours 

Types of Risk Data, Financial Data, Market Data, Business Data, Process Automation, Risk and Security, 

Underwriting and Credit scoring, Algorithmic trading, Time Series, Meaning and Components, Trend 

Analysis, Seasonality and cyclical behavior, Moving Average, Exponential smoothing methods – Single 

exponential, double exponential, HOLT-WINTERS, ARIMA. 

MODULE II: Credit Risk Foundation                                                                                          15 Hours 

Overview of Consumer Credit Products, Credit Risk Fundamentals, Credit Rating Agencies, External 

Analysis for Credit Information, Verification Frameworks Risk modeling– Fundamentals-Different 

approaches for risk modeling-Binomial Logistic, Multinomial Logistic, Survival Analysis, Penalized Models, 

Hazard Models. Case Study - Distinction between applied risk analysis and generic (fundamental) risk 

analysis.  

MODULE III: Risk Regulations                                                                                                    15 Hours 

BASEL II Concepts - Pillar 1, 2 and 3, BASEL II vs BASEL III, IFRS9 standards, Comparison between 

requirements by FSA and APRA, Comparison between IFRS9 standard and CECL (FASB), CCAR, 

Regulation and calculation overview, Asset Classes, V Model Validation-Regulation’s Context: Data 

Cleaning & Model Diagnostics, Variable Selection, Candidate Models, Residual Diagnostics. Case Study 

- Work with real-world climate data to develop the analytical skills required for climate risk management  

 

                                                                                                          Total Hours: 45 



Text Books: 

1 Jimmy Skoglund, “Financial Analysis and Risk Management”, Springer Publication, 2022.  

2 Richard Apostolik “Foundations of Financial Risk: An Overview of Financial Risk and Risk-
based Financial Regulation” Wiley, 2021. 

Reference Books: 

1 Harald Scheule, Credit Risk Analytics: Measurement Techniques, Applications, and Examples 

in SAS, Wiley and SAS Business Series, Bart Baesens, Daniel Roesch, Wiley, 2022. 

2 Anthony Saunders and Linda Allen, “Credit Risk Measurement: New Approaches to Value at 

Risk and Other Paradigms”, John Wiley & Sons; 2nd edition, 2020. 

Web References: 

1 https://www.investopedia.com/terms/r/risk-analysis.asp 

2 https://onlinelibrary.wiley.com/journal/15396924 

Online Resources: 

1 https://www.ey.com/en_in/services/consulting/financial-services-risk-

management/cafta/certificate-in-financial-risk-management 

2 https://www.coursera.org/specializations/risk-management 

 

Continuous Assessment 

End Semester 

Examination 
Total Formative 

Assessment 

Summative 

Assessment 
Total 

Total 

Continuous 

Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level 
Assessment 

Component  

FA (16%) 

[80 Marks] 

C949.1 Understand Tutorial 20 

C949.4 Understand  Assignment 20 

C949.5 Apply Case Study 20 

C949.2, C949.3  Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 

Bloom’s 

Level 

Summative Assessment (24%) 

[120 Marks] 
End Semester Examination (60%) 

[100 Marks] 
CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 



Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 

 End Semester 

Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 

(60 Marks) 

FA 1 (40 Marks) 

SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - 

I 

(20 Marks) 

Component - 

II 

(20 Marks) 

Component 

- I 

(20 

Marks) 

Component - II 

(20 Marks) 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C949.1 3 3 3 2 3 2      2 2 2 2 

C949.2 3 3 3 2 3 2      2 2 2 2 

C949.3 3 3 3 3 3 2      2 2 2 2 

C949.4 3 3 3 2 3 2      2 2 3 3 

C949.5 3 3 3 3 3 3      3 3 2 2 

 

 

 

 

 

 

 



22AD951 VIRTUAL REALTY IN GAME DEVELOPMENT 3/0/0/3 

Nature of Course F (Theory Programming) 

Course Objectives: 

1 To Identify 3D Immersive Environments and content creation specifically for 3D Game 
development. 

2 To gain knowledge in game creation pipeline, from design, implementation and testing. 

3 To Understand how game players move in virtual environments. 

4 To familiar with immersive games using various head mounted displays. 

5 To analyze the differences between Desktop and VR based Computer Games. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C951.1 Understand about 3D digital games in both desktop and immersive context. [U] 

C951.2 Recognize basic principles and requirements of virtual reality. [U] 

C951.3 Identify the 3D Game content including character generation and control. [AN] 

C951.4 Develop software for using game controllers and tracking for motion control. [AN] 

C951.5 Learn about immersive gaming differs from classical desktop gaming. [U] 

C951.6 Apply principles and algorithms to narrative experiences and application 
specifically for VR. 

[AP] 

Course Contents: 
 
MODULE I:  Game Content Creation and Asset Production                                                 15 Hours 
Introduction to Game Content Creation using 3DS Max - Overview of Game Creation Software: 
Introduction to Unity3D - Game Asset Production Pipeline for Unity - Materials and Textures: Texture 
Unwrapping and Creating Materials in Unity3D and Photoshop - Terrains and Landscapes: Painting, 
Sculpting, Trees, and Plants - Shaders: Water, Fog, Cloud, Rain, Fire. Case Study: Asset Creation in 
"Assassin’s Creed Odyssey" 
 
MODULE II: Game Design and Mechanics                                                                              15 Hours 
Planning Levels - Gameplay Mechanics: First-Person Perspective, Moving through the Scene - VR 
Hardware Requirements: Motion Tracking and Stereo Vision HMDs - VR Software Scripting: C# and VR 
Toolkits for Unity3D - Cameras for Desktops and HMDs - Lights and Skybox Creation: Indirect 
Illumination and Environmental Effects. Case Study: Level Design and Mechanics in "Portal". 
 
MODULE III: Advanced VR and Immersive Gaming                                                               15 Hours 
Displays: Desktop Systems, Immersive Systems, HMDs (Google Cardboard, HTC Vive, GearVR, Oculus 
Rift) - Virtual Reality Limitations and Immersive Gaming - Interaction: Motion Control, Controller, Gaze 
Input Interaction - Virtual Agents: Animation, Artificial Intelligence, Unity NavMesh - Audio and Sound 
Effects: Background Sounds and Triggered Sounds. Case Study: Immersive Interaction in "Half-Life: 
Alyx" 

                                                                                                          Total Hours: 45 

Text Books: 

1 John Williamson, “Virtual Reality Blueprints”, O'Reilly Media, 2018. 

2 Jonathan Linowes, Ryan O'Donnell, “Unity 2020 Virtual Reality Projects”, O'Reilly Media, 

2020. 

3 Jesse Glover “Enhancing Virtual Reality Experiences with Unity 2022”, O'Reilly Media, 2022 

Reference Books: 

1 Erin Pangilinan, Steve Lukas, and Vasanth Mohan "Creating Augmented and Virtual Realities" 
by, O'Reilly Media, 2019. 

https://www.oreilly.com/library/view/enhancing-virtual-reality/9781804619537/
https://www.oreilly.com/library/view/enhancing-virtual-reality/9781804619537/
https://www.oreilly.com/library/view/enhancing-virtual-reality/9781804619537/


 Micheal Rodriguez and Brian Ries "Augmented Reality Game Development", O'Reilly Media, 
2021. 

Web References: 

1 https://sdlccorp.com/post/a-comprehensive-guide-to-virtual-reality-game-development-for 
beginners/ 

2 https://docs.unity3d.com/Manual/VROverview.html 

3 https://www.tomlooman.com/unreal-engine-vr-getting-started/ 

4 https://developer.mozilla.org/en-US/docs/Games/Techniques/3D_on_the_web/WebXR 

Online References: 

1 https://gamedevacademy.org/the-complete-virtual-reality-game-development-course/ 

2 https://developer.mozilla.org/en-US/docs/Web/API/WebXR 

3 https://www.perforce.com/ 

4 https://polydin.com/virtual-reality-game-development/ 

5 https://www.udemy.com/course/oculus-quest-development-with-unity/ 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 
 
 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, 

Assignment, Case Study, Seminar, Group 
Assignment) 

FA (16%) 
[80 Marks] 

C951.1 Understand Quiz 20 

C951.2 Apply Tutorial 20 

C951.3 Apply 
Group Assignment 

20 

C951.4 Understand 

C951.5 & 
C951.6 

Apply Presentation 20 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1: [60 Marks] CIA2: [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 
 

https://sdlccorp.com/post/a-comprehensive-guide-to-virtual-reality-game-development-for%20beginners/
https://sdlccorp.com/post/a-comprehensive-guide-to-virtual-reality-game-development-for%20beginners/
https://docs.unity3d.com/Manual/VROverview.html
https://www.tomlooman.com/unreal-engine-vr-getting-started/
https://developer.mozilla.org/en-US/docs/Games/Techniques/3D_on_the_web/WebXR
https://gamedevacademy.org/the-complete-virtual-reality-game-development-course/
https://developer.mozilla.org/en-US/docs/Web/API/WebXR
https://www.perforce.com/
https://polydin.com/virtual-reality-game-development/
https://www.udemy.com/course/oculus-quest-development-with-unity/


Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

 Component 
- I 
(20 

Marks) 

Component - 
II 

(20 Marks) 

 Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

 
 

Course 
Outcome (CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C951.1  1 3 3 3       1 3 3 3 

C951.2 1 2 3 3 3 1      1 3 3 3 

C951.3 2 2 3 3 2       1 3 3 3 

C951.4 2 1 3 3 3       1 3 3 3 

C951.5 2 1 2 3 2 1      1 3 3 3 

C951.6 3 3 3 3 2    2 2  1 3 3 3 

 



22AD952 AUGMENTED REALITY AND VIDEO STREAMING 3/0/0/3 

Nature of Course F (Theory Programming) 

Course Objectives: 

1 To understand key concepts of Augmented Reality and distinguish it from Virtual Reality and 
their applications. 

2 To analyze various AR user interfaces and their impact on user interaction and experience. 

3 To explore AR business models and market trends, focusing on market share, forecasts, 
and applications in gaming, healthcare, and retail. 

4 To gain expertise in AR feature extraction techniques and their role in enhancing AR 
experiences. 

5 To understand principles of video streaming technologies and the importance of Content 
Delivery Networks in efficient streaming. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C952.1 Demonstrate a clear understanding of Augmented Reality concepts and 
differentiate them from Virtual Reality. 

[U] 

C952.2 Evaluate and critique various AR user interfaces, assessing their effectiveness 
and impact on user experience. 

[AN] 

C952.3 Analyze and interpret market trends and business models in AR, including 
applications in gaming, healthcare, and retail. 

[AN] 

C952.4 Apply AR feature extraction techniques effectively to enhance AR applications. [AP] 

C952.5 Explain the principles of video streaming technologies and assess the role of 
Content Delivery Networks in optimizing streaming performance. 

[AP] 

Course Contents: 
 
MODULE I:  AR Technologies and Applications                                                                    15 Hours 
Definitions and characteristics of Augmented Reality (AR) and its comparison with Virtual Reality (VR). 
Exploration of AR user interfaces, including smartphones, AR eyeglasses, and head-mounted displays 
(HMDs). AR business models and market analysis, including AR/VR market share and forecasts for 
AR/VR headsets. Case study: IKEA Place. 
 
MODULE II: AR Feature Extraction & Cloud Technologies                                                   15 Hours 
Overview of AR technological components and Interest Point Detection (IPD). In-depth study of feature 
extraction techniques: SIFT (Scale Invariant Feature Transform), SURF (Speeded-Up Robust Features), 
FAST (Features from Accelerated Segment Test), BRIEF (Binary Robust Independent Elementary 
Features), ORB (Oriented FAST and Rotated BRIEF), and BRISK (Binary Robust Invariant Scalable Key 
points). AR cloud computation and offloading, including cloud-based cooperative computation. Case 
study: Google Lens. 
 
MODULE III: Video Streaming & CDN Technologies                                                              15 Hours 
Introduction to video streaming services such as Skype and YouTube, and their use of H.264/MPEG-4 
AVC encoding - Detailed explanation of MPEG-DASH (Dynamic Adaptive Streaming over HTTP) and its 
role in adaptive streaming - Examination of Content Delivery Networks (CDNs), including hierarchical 
content delivery, caching mechanisms, and the differences between traditional CDN and Mobile CDN 
technologies. Case study: YouTube and MPEG-DASH. 

                                                                                                          Total Hours: 45 

Text Books: 

1 Tony Parisi, “Learning Virtual Reality: Developing Immersive Experiences and Applications 
for Desktop, Web, and Mobile,” O'Reilly Media, 2020. 



2 Raffaello D'Andrea, “Aerial Robotics: A Comprehensive Approach to the Study of Aerial 
Vehicles,” O'Reilly Media, 2022. 

3 Irene Y. Chen, “Building Virtual Reality with Unity and Steam VR,” Apress, 2020. 

Reference Books: 

1 David M. Matuszak, “Creating Augmented and Virtual Realities: Emerging Technologies for 
Business,” Business Expert Press, 2021. 

2 Blake J. Harris, “The History of the Future: Oculus, Facebook, and the Revolution That Swept 
Virtual Reality,” HarperCollins, 2019. 

Web References: 

1 https://edgemontlibrary.org/virtual-reality-books-a-curated-2024-updated-list-of-the-top-20/ 

2 https://callaba.io/potential-of-vr-and-ar-for-live-video-streaming 

3 https://www.agora.io/en/blog/building-live-video-streaming-into-your-ar-experience-on-magic-
leap-2/ 

4 https://www.deepar.ai/use-cases/ar-for-live-video-streaming 

Online References: 

1 https://www.coursera.org/courses?query=augmented%20reality 

2 https://www.careervira.com/en-US/course/ar-augmented-reality-and-video-streaming-
services-emerging-technologies 

3 https://digitaldefynd.com/best-augmented-reality-courses/ 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, 

Assignment, Case Study, Seminar, Group 
Assignment) 

FA (16%) 
[80 Marks] 

C952.1 Understand Quiz 20 

C952.2 Apply Tutorial 20 

C952.3 Apply 
Group Assignment 

20 

C952.4 Understand 

C952.5 Apply Presentation 20 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1: [60 Marks] CIA2: [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 



Evaluate - - - 

Create - - - 

 
 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 
SA 2 
(60 

Marks) 

FA 2 (40 Marks) 

 Component 
- I 
(20 

Marks) 

Component - 
II 

(20 Marks) 

 Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

 

Course 
Outcome (CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C952.1  1 3 3 3       1 3 3 3 

C952.2 1 2 3 2 3 1      1 3 3 3 

C952.3 2 2 3 2 2       2 3 3 3 

C952.4 2 1 3 3 3       1 3 3 3 

C952.5 2 1 2 2 2 1      1 3 3 3 

 



 
 

22AD953 APP DEVELOPMENT USING VRAR 3 / 0 / 0 / 3 

Nature of Course: H (Theory technology)  

Pre requisites: NIL 

Course Objectives: 

1 
To Learn design and implement key VR functionalities such as tracking, teleporting, and 

interaction with virtual objects using Unity. 

2 
To Understand how Unity’s AR Foundation supports building AR apps by integrating virtual 

elements with the real world. 

3 
To Gain hands-on experience in developing intuitive user interactions within VR environments, 

including object manipulation and locomotion systems. 

4 
To Learn integrate essential AR features such as plane detection, environment tracking, and 

object placement in augmented reality projects. 

5 
To Acquire skills to test, debug, and optimize VR and AR applications for improved performance 

and user experience across different platforms. 

Course Outcomes: 

Upon completion of the course, students shall have ability to 

C953.1 Compare and Contrast VR and AR experiences. [AN] 

C953.2 Demonstrate and develop VR apps in Unity. [AP] 

C953.3 Demonstrate and develop AR apps in Unity. [AP] 

C953.4 Correlate the knowledge in VR and AR technologies in terms of used devices, 

building of the virtual environment and modalities of interaction and modelling. 
[AN] 

C953.5 Acquire knowledge about the application of VR and AR technologies in 

medicine, education, cultural heritage and games. 
[AP] 

Course Contents: 

MODULE I: Introduction to AR & VR:                                                                                     15 Hours  

Categorizing the realities – Virtual Reality, Augmented Reality & Mixed Reality, Introduction, features 

and application areas of Virtual Reality, Augmented Reality & Mixed Reality. All you need to know 

about VR – Integration of VR techniques, Contents objects and scale, Gaze-Based Control, Handy 

Interactables, IDE setup with package files, concepts and features of VR, VR project example All you 

need to know about AR - Working with AR techniques, compatibility with the environment, system 

architecture, AR terminology, application areas of AR, Integration of AR toolkits with existing IDE’s 

(Unity-Vuforia, Visual Studio, Netbeans, intellij IDEA, Android, iOS), connectivity of smart devices with 

AR. Case Study: Single application using both VR and AR technologies. 

MODULE II: VR and AR App Development with Unity:                                                         15 Hours  

VR SDK’s – VR SDK’S and Frameworks – OpenVR SDK, Stream VR SDK, VRTK, Oculus SDK, 



 
 

Google VR SDK. VR Concept Integration - Motion Tracking, Controllers, Camera, Hardware and 

Software requirements Setting up Unity with VR - Framework/SDK Integration with Unity, Debugging 

VR projects, Unity XR API’s, Mobile VR Controller Tracking, Object Manipulation, Text optimizing and 

UI for VR. AR Foundation – Detection of surfaces, identifying feature points, track virtual objects in real 

world, face and object tracking. AR Algorithms - Briefing on SLAM Algorithm (Simultaneous 

Localization and Mapping), understanding uncertain spatial relationship, Anatomy of SLAM, Loop 

detection and Loop closing Unity AR concepts- Pose tracking, Environmental detection, Ray casting 

and physics for AR, Light estimation, Occlusion, working with AR Core and ARKit. Case study: 

Creating 3D objects using Blender, Use of OpenCV for AR App Development. 

MODULE II: Programming Languages for AR & VR applications:                                       15 Hours 

C# with Unity – OOL concepts, classes in C#, setting up visual studio or code editor for C#, 3D models 

compatibility with C#, C# for AR and VR C++ with Unreal Engine – Building and compiling C++ 

programs with unreal engine, variables and memory, looping and if else structures with unreal engine, 

functions and macros, adding actors to the scene, dynamic memory allocations, spell book. Trending 

Application Areas - Gaming and Entertainment, Architecture and Construction, Science and 

Engineering, Health and Medicine, Aerospace and Defence, Education, Telerobotics and Telepresence 

Human Factors, Legal and Social Considerations - Human Factors Considerations, Legal and Social 

Considerations, The Future. Case study: Google Daydream. 

 Total Hours:   45 

Text Books: 

1. Jonathan Linowes , “Augmented Reality with Unity AR Foundation”, O’Reilly, August 2021, ISBN: 

9781838982591. 

2. Steve Aukstakalnis, “Practical Augmented Reality: A Guide to the Technologies, Applications, 

and Human Factors for AR and VR”, Addison-Wesley Professional, September 2016, ISBN: 

9780134094328. 

3. Allan Fowler- Beginning iOS AR Game Development Developing Augmented Reality Apps with 

Unity and C#, 1st Edition, Apress Publications, 2018, ISBN 978-1484236178. 

4. William Sherif- Learning C++ by Creating Games with UE4 ||, Packt Publishing, 2015, ISBN 978-

1-78439-657-2. 

Reference Books: 

1. Jesse Glover, Jonathan Linowes – Complete Virtual Reality and Augmented Reality Development 

with Unity: Leverage the power of Unity and become a pro at creating mixed reality applications. 

Packt publishing, 17th April 2019. ISBN -13: 978-1838648183. 

2. 

 

Jonathan Linowes, Krystian Babilinski – Augmented Reality for Developers: Build practical 

augmented reality applications with Unity, ARCore, ARKit, and Vuforia. Packt publishing, 9th 

October 2017. ISBN-13: 978-1787286436. 



 
 

Web References: 

1. https://www.coursera.org/learn/augmented-reality 

2. https://www.coursera.org/specializations/unity-xr 

3. https://learn.unity.com/learn/pathway/vr-development 

4. https://github.com/topics/augmented-reality 

Online Resources:  

1. https://www.coursera.org/unity 

2. https://www.udemy.com/ 

3. https://xrbootcamp.com/ 

 
 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative Assessment Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 
 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, 

Case Study, Seminar, Group Assignment) 

FA (16%) 
[80 Marks] 

C953.1 Understand Quiz 20 

C953.2 Apply Tutorial 20 

C953.3 Apply 
Group Assignment 

20 

C953.4 Understand 

C953.5 Apply Presentation 20 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1: [60 Marks] CIA2: [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 
 
 
 
 

https://learn.unity.com/learn/pathway/vr-development
https://www.udemy.com/


 
 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End 
Semester 

Examination 
(60%) 

[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

 Component - 
I 

(20 Marks) 

Component - II 
(20 Marks) 

 Component - I 
(20 Marks) 

Component - 
II 

(20 Marks) 
 

 
 

Course 
Outcome (CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C953.1  1 3 3 3       1 3 3 3 

C953.2 1 2 3 3 3 1      2 3 3 3 

C953.3 2 2 3 3 2       1 3 3 3 

C953.4 3 1 3 3 3       2 3 3 3 

C953.5 2 1 2 3 2 1      1 3 3 3 

 

 



22AD954 EXTENDED REALITY FOR UX/UI DESIGN 3 / 0 / 0 / 3 

Nature of Course: H (Theory technology)  

Pre requisites: NIL 

Course Objectives: 

1 Understand the fundamental concepts and history of AR, VR, and XR technologies. 

2 
Explore the XR pipeline, focusing on display technologies, machine perception, and content 

generation. 

3 Develop skills in 3D rendering techniques and object representations using polygonal meshes. 

4 Implement tracking and pose estimation methods for enhanced interactivity in XR applications. 

5 Design and prototype an immersive XR project that integrates learned concepts and techniques. 

Course Outcomes: 

Upon completion of the course, students shall have ability to 

C954.1 Identify the concepts and terminologies related to AR, VR, and XR 

technologies, including their history and applications. 
[U] 

C954.2 Illustrate the three main components of the XR pipeline and their roles in 

creating immersive experiences. 
[AN] 

C954.3 Demonstrate proficiency in 3D rendering techniques and implement object 

representations using polygonal meshes in XR environments. 
[AP] 

C954.4 Tracking and pose estimation methods, identifying appropriate techniques for 

different XR applications. 
AN] 

C954.5 Compute the concepts and skills to design and prototype an immersive XR 

project that demonstrates their understanding of AR, VR, and XR technologies. 
[AP] 

MODULE I: Introduction to XR Technologies:                                                                         15 hours 

The fundamentals of augmented reality (AR), virtual reality (VR), and extended reality (XR) are 

introduced, including the course schedule and essential concepts - The historical evolution of 

AR/VR/XR technologies and their diverse applications across various industries are explored - An 

overview of the XR pipeline focuses on display technologies, machine perception, and content 

generation - Understanding project structures and themes is emphasized, along with an introduction to 

the XR programming platform, establishing a strong foundation for XR development. Case study: 

Pokémon GO – A Landmark in Augmented Reality. 

MODULE II: Scene Capture and Dynamics:                                                                             15 hours 

3D scene representations and rendering techniques are the focus, discussing topics such as polygonal 

meshes and efficient rendering methods, including rasterization - Tracking and pose estimation for XR 

applications are examined, covering rigid transforms, camera pose estimation, and body/hand tracking 

- The module also explores 3D scene capture techniques, depth estimation, and lighting techniques, 

enabling the creation of realistic environments - Practical assignments reinforce these concepts, 



culminating in the development of project prototypes and simulations of physical objects. Case study: 

Architectural Visualization Using XR Technologies. 

MODULE III: Advanced XR:                                                                                                       15 hours 

Cutting-edge display technologies such as micro-LED-based and waveguide-based displays - The 

challenges of mobile augmented reality (AR) are addressed, including limitations of computer vision on 

mobile hardware, UX/UI challenges, and content creation difficulties - Through theoretical discussions 

and practical applications, a comprehensive understanding of the complexities involved in developing 

AR applications for various devices is provided. Case study: Mobile Augmented Reality in Retail – 

IKEA Place App 

 Total Hours:   45 

Text Books: 

1. Jens M. G. E. P. Schneider, "Designing for XR: Creating the User Experience for Augmented 

and Virtual Reality", Springer, 2023. 

2. Cornel Hillmann, "UX for XR: User Experience Design and Strategies for Immersive 

Technologies", Apress, 2021. 

3. Stefan T. K. de Bie, "UX Design for AR and VR: A Guide for Creating Immersive User 

Experiences", Routledge, 2021. 

Reference Books: 

1. Jesse Schell, "The Art of Game Design: A Book of Lenses", A K Peters/CRC Press. 

2. 

 

Tony Parisi, "Learning Virtual Reality: Developing Immersive Experiences and Applications for 

Desktop, Web, and Mobile", O'Reilly Media, 2019. 

Web References: 

1. https://www.wizeline.com/spatial-ux-design-in-extended-reality-best-practices-for-awesome-3d-

experiences/ 

2. https://www.uxmatters.com/topics/design/immersive-experience-design/ 

3. https://www.nobledesktop.com/classes-near-me/blog/ux-design-in-extended-reality 

4. https://app.uxcel.com/glossary/extended-reality-design 

Online Resources:  

1. https://www.coursera.org/specializations/xr-ux-design 

2. https://www.thevrara.com/ 

3. https://www.amazon.com/Designing-Virtual-Reality-Paul-Brown/dp/0367337010 

4. https://xd.adobe.com/ideas/ 

5. https://www.linkedin.com/learning/topics/virtual-reality 

 



 

Continuous Assessment 

End Semester 
Examination 

Total 
Formative Assessment Summative Assessment Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and map 
components from the list - Quiz, Assignment, 

Case Study, Seminar, Group Assignment) 

FA (16%) 
[80 Marks] 

C954.1 Understand Quiz 20 

C954.2 Apply Tutorial 20 

C954.3 Apply 
Group Assignment 

20 

C954.4 Understand 

C954.5  Apply Presentation 20 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1: [60 Marks] CIA2: [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End 
Semester 

Examination 
(60%) 

[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

 Component - 
I 

(20 Marks) 

Component - II 
(20 Marks) 

 Component - I 
(20 Marks) 

Component - 
II 

(20 Marks) 
 

Course Outcome 
(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C954.1 2   1      2   2 1 2 

C954.2 3 1 1 2      1 2  2 2 3 

C954.3 3 1 1 1      1 1  1 2 3 

C954.4 2 1 1 2      2 2  2 1 2 

C954.5 2 2 1 1      1 1  1 1 2 

 



 
 

22AD955 METAVERSE TECHNOLOGIES 3 / 0 / 0 / 3 

Nature of Course: H (Theory technology)  

Pre requisites: NIL 

Course Objectives: 

1 To Present and discuss Metaverse characteristics, concepts and layers. 

2 To Explain and analyse Metaverse technologies, tools, platforms, and applications. 

3 To Discuss design theories and practices relevant to the Metaverse. 

4 To Explore cybersecurity and cybercrime in the Metaverse. 

5 To Examine open challenges in the Metaverse. 

Course Outcomes: 
Upon completion of the course, students shall have ability to 

C955.1 Understand the characteristics, and interdisciplinary nature of the Metaverse, 
the opportunities and risks it presents. 

[U] 

C955.2 Analyze Metaverse layers, the technologies used in creating them, as well as 
design theories and practices for Metaverse. 

[AN] 

C955.3 Examine and discuss Metaverse platforms, applications and the latest 
technological developments 

[AP] 

C955.4 Evaluate cybersecurity issues, understand cybercrime, and discuss the open 
challenges. 

[AN] 

C955.5 Assess the potential for economic models and business opportunities within the 
Metaverse 

[AP] 

Course Contents: 
Module I: Metaverse Fundamentals:                                                                                              15 
hours  
Metaverse evolution -  Metaverse importance and characteristics - The interdisciplinary nature of the 
Metaverse - Metaverse opportunities and risks - Computer-mediated communication (social presence 
theory, social information processing theory, media richness theory, cyborg theory)  - Avatar-mediated 
communication, The seven layers of Metaverse, Metaverse Technologies: AR/VR/MR/XR - 3D 
reconstruction -  Game engines - Smart glasses, wearables, haptic devices, headsets and headwear, 
Blockchain, smart contracts, tokens, NFTs – Cryptography - Artificial Intelligence (AI) - Internet of 
Things (IoT) - Edge computing and 5G, 6G. Case study: Motion sickness and cybersickness. 
Module II: Tools and technologies for Metaverse UX and UI:                                                   15 
hours Tools and services for avatar systems - Spatial user interface design - Cross-platform user 
experience design - Multimodal user interface - Technologies and devices for human computer 
interaction in Metaverse. Metaverse platforms: Decentraland, SANDBOX, Roblox, Axie Infinity, uHive, 
Hyper Nation, Nakamoto (NAKA), Metahero (HERO), Star Atlas (ATLAS) Bloktopia (BLOK), 
Stageverse, Spatial, PalkaCity, Viverse, Sorare, Illuvium, Upland, Second Life, Sansar, Sensorium 
Galaxy. Case study: Community Governance. 
Module III: Metaverse applications:                                                                                               15 
hours 
Gaming and entertainment, Travel and tourism, Education and learning, Remote working, Commerce 
and business, Real estate, Banking and Finance, Healthcare, social media, Fashion. Cybersecurity 
concerns in Metaverse - Cybersecurity risks in Metaverse - Best practices for preventing cyberattacks 
in Metaverse - Implementing cybersecurity in the Metaverse. Case study: The sandbox. 

 Total Hours:   45 

Text Books: 

1. Terry Winters, “The Metaverse”, Independently published, 2021, ISBN - 979-8450959283. 

2. Ball, M., 2022, “The Metaverse and How It Will Revolutionize Everything “, Liveright, ISBN: 978-
1324092032 

3. Christodoulou, K. Katelaris, L., Themistocleous, M, Christoudoulou P. and Iosif E, 2022, “NFTs 



 
 

and the Metaverse Revolution: Research Perspectives and Open Challenges", Blockchains and 
the Token Economy: Theory and Practice, Eds: Lacity M., Treiblmaier H., (2022), Palgrave 
Macmillan, Cham, pp. 139-178 

4. Damar, M. (2021). Metaverse shape of your life for future: A bibliometric snapshot. Journal of 
Metaverse, 1(1), 1–8. 

5. Day, J. (2022) Metaverse will see cyberwarfare attacks unlike anything before: ’Massively 
elevated’, February 28, https://www.express.co.uk/news/science/1570844/metaverse-news-
cyberwarfare-attacks-virtual-worlds-russia-china-spt. 

 

Reference Books: 

1. Davis, A., Khazanchi, D., Murphy, J., Zigurs Ilze, & Owens, D. (2009). Avatars, people, and 
virtualworlds: Foundations for research in metaverses. Journal of the Association for Information 
Systems, 10(2), 90–117. https://doi.org/10.17705/1jais.00183. 

2. 
 

Nidagundi, P., 2022, “Metaverse Development: Handbook For Software Developer, 
Analyst,Consultant, Startups and Business Owners” ISBN: 979-8418729293. 

3. Polyviou, A., Pappas, I.O. (2022). Metaverses and Business Transformation. In: Elbanna, A., 
McLoughlin, S., Dwivedi, Y.K., Donnellan, B., Wastell, D. (eds) Cocreating for Context in 
theTransfer and Diffusion of IT. TDIT 2022. IFIP Advances in Information and Communication 
Technology, vol 660. Springer, Cham. Link: https://link.springer.com/chapter/10.1007/978-3-031-
17968-6_25. 

4. Themistocleous, M., Christodoulou, K., & Katelaris, L. (2023). An Educational Metaverse 
Experiment: The first on-chain and in-Metaverse academic course. Information Systems. EMCIS 
2022. 

 
Web References: 

1. https://www.sciencedirect.com/science/article/pii/S0268401222000767 

2. https://link.springer.com/chapter/10.1007/978-3-030-96068-1_8 

3. https://axveco.com/en/metaverse/ 

4. https://hbr.org/2022/01/data-privacy-in-the-metaverse-understanding-the-risks 

Online Resources:  

1. https://www.coursera.org/learn/metaverse 

2. https://www.reddit.com/r/Metaverse/ 

 
 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s Level 
Assessment Component (Choose and map 

components from the list - Quiz, Assignment, Case 
Study, Seminar, Group Assignment) 

FA (16%) 
[80 Marks] 

C955.1 Understand Quiz 20 

C955.2 Apply Tutorial 20 

C955.3 Apply 
Group Assignment 

20 

C955.4 Understand 

C955.5 Apply Presentation 20 

Assessment based on Summative and End Semester Examination 

Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] End Semester Examination (60%) 

[100 Marks] 
CIA1: [60 Marks] CIA2: [60 Marks] 

Remember 20 20 20 



 
 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 
 
 

 Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1: 100 Marks CA 2: 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

 Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

 Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

  

 
 

Course 

Outcome (CO) 

Programme Outcomes (PO) 

Programm
e Specific 
Outcomes 

(PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C955.1 2 1 3       1   3 3 3 

C955.2 3 3 2 3      1 1  3 2 3 

C955.3 3 3 2       1 1  3 3 2 

C955.4 2 1 2 3      2 2  2 1 2 

C955.5 2 1 2     1 1 1 1  3 2 3 



22AD956 VIRTUAL REALITY DESIGN AND COMMUNICATION 3/0/0/3 

Nature of Course F (Theory ) 

Pre Requisite:  Machine Learning 

Course Objectives: 

1 Understand the fundamentals of Virtual Reality (VR) technology. 

2 Develop proficiency in designing and creating virtual environments. 

3 Apply VR design principles for effective communication. 

4 Analyze the impact of VR on communication and media. 

5 Address ethical and practical challenges in VR applications. 

Course Outcomes: 

Upon completion of the course, students shall have ability to 

C 956.1 Demonstrate understanding of VR concepts, systems and technologies. [U] 

C956.2 Design and create interactive virtual environments. [AP] 

C956.3 Relate VR techniques to enhance communication and user interaction. [AP] 

C956.4 Critically evaluate the use of VR in media and social interaction. [A] 

C956.5 Understand ethical and technical challenges in VR applications. [U] 

Course Contents: 

Module 1: Introduction to Virtual Reality                                                                              15 hours 
Introduction to VR Concepts -Definitions and History of VR - Types of Virtual Reality (Immersive, 
Semi-Immersive, and Non-Immersive) - Key Components of VR Systems (Hardware and Software) – 
VR Hardware and Devices - VR Headsets and Displays - Input Devices (Controllers, Gloves, Haptic 
Feedback) - Tracking Systems (Positional and Motion Tracking) - VR Software Development - VR 
Development Platforms - Unity, Unreal Engine. 
 
Module 2 : Virtual Environment Design                                                                                 15 hours                                                                                                                                  
Design Principles for VR-User Experience (UX) in VR - Ergonomics and Comfort in Virtual Spaces - 
3D Modeling and Asset Creation - Basics of 3D Modeling for VR - Tools for 3D Modeling (Blender, 
Maya) - Integrating 3D Models into VR Environments - Spatial Audio and Interactivity- 3D Audio 
Design and Spatial Sound - Interaction Models in VR - Immersive Storytelling and Narrative 
Techniques.  
 
Module 3 : Communication in Virtual Reality                                                                       15 hours 
Collaborative VR Environments - Multi-User VR and Virtual Meetings- VR for Education and Training- 
VR in Communication and Media- VR Journalism and 360° Video - Social VR and Networking in 
Virtual Worlds- Ethics and Challenges in VR Communication. 

Total Hours: 45 

Text Books: 

1 Tony Parisi,” Learning Virtual Reality: Developing Immersive Experiences and Applications 

for Desktop, Web, and Mobile”, O'Reilly Media,2023 

2 Steven M. LaValle,” Virtual Reality”, Cambridge University Press,2023 



Reference Books: 

1 Grigore C. Burdea, Philippe Coiffet,” Virtual Reality Technology", Wiley-Interscience, 2022. 

2 d Jounghyun Kim,” Designing Virtual Reality Systems: The Structured Approach”, Springer, 

2022. 

Web References: 

1 https://docs.unity3d.com/Manual/VROverview.html 

2 https://www.blender.org/support/tutorials/ 

3 https://developer.oculus.com/documentation/ 

Online Resources: 

1 https://ocw.mit.edu/courses/comparative-media-studies-writing/cms-845-virtual-reality-and-

immersive-media-spring-2023/ 

2 https://plato.stanford.edu/entries/virtual-reality/ 

 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C956.2 Apply Tutorial 20 

C956.1, C956.5 Understand  Assignment 20 

C956.3 Apply Case Study 20 

C956.4 Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s 

Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 
 
 
 



Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component - 
I 

(20 
Marks) 

Component - 
II 

(20 Marks) 

 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C956.1 3 3 3 2 3 2      2 2 2 2 

C956.2 3 3 3 2 3 2      2 2 2 2 

C956.3 3 3 3 3 3 2      2 2 2 2 

C956.4 3 3 3 2 3 2      2 2 3 3 

C956.5 3 3 3 3 3 3      3 3 2 2 

 
 



22AD957 3D MODELING USING VR 3/0/0/3 

Nature of Course F (Theory Programming) 

Pre-Requisite Augmented Reality and Video Streaming 

Course Objectives: 

1 To introduce 3D Modeling and VR for the Geospatial Sciences is an introductory-level 
science course that introduces students to emerging topics at the interface of concepts and 
tools that capture/sense. 

2 To explore the concepts/tools that allow for immersive access to geospatial information. 

3 To introduce the high-level perspective on the major challenges and opportunities facing the 
development of current 3D technologies. 

4 To introduce the role of game engines in the geospatial sciences. Topics that will be covered 
include an introduction to the 3D Modeling and 3D sensing technologies. 

5 To explore hands-on experience in creating 3D models of Penn State Campus, the creation 
of a virtual Penn State Campus, accessing and exploring a virtual campus in Unity. 

Course Outcomes: 

Upon completion of the course, students shall have ability to: 

C957.1 Understand and apply the concepts of 3D modeling and VR, they will be in a 
position to distinguish concepts such as virtual, mixed, and augmented reality. 

[U] 

C957.2 Use a variety of software solutions for 3D model creation such as SketchUp, City 
Engine (theoretical), Unity. 

[AP] 

C957.3 Implement workflows to created 3D content from existing and historic and future 
environments. 

[A] 

C957.4 Understand the emerging possibilities of environmentally sensed information. [U] 

C957.5 Create 3D models and make them accessible in an interactive way through the use 
of game engines and Evaluate scenarios for the future of food considering 
resilience in the context of climate change, human population growth and socio-
economic, and cultural factors. 

[AP] 

Course Contents: 

MODULE I: Introduction and Overview of 3D Modeling and Virtual Reality                          15 Hours 

Overview - Distinguishing VR, AR, and MR Systems - VR Systems - 3D Modeling and VR in the 

Geospatial Sciences - Applications of 3D Modeling - Important VR Concepts - Workflows for 3D Model 

Construction - Manual Static 3D Modeling - Data-Driven Modeling - Procedural Modeling Case Study -

3D and VR Application Building Workflows, Photogrammetry. 

 

MODULE II: Procedural Modeling and SketchUp                                                                  15 Hours 

Concept of Procedural Modeling - CityEngine and its CGA Shape Grammar - Procedural Modeling for 

UP Campus - SketchUp: Essential Training - SketchUp: Essential Concepts - Optimization and 

Rendering -SketchUp and Sketchfab.Case Study -360° Movie for Google Cardboard. 

MODULE III: 3D Spatial Analysis and Unity                                                                            15 Hours 

Flood Analysis - Sun Shadow Volume Analysis - Unity3D Game Engine - Unity Interface and Basic Unity 

Concepts - Walkthrough: Using Unity to Build a Stand-Alone Windows Application - 3D Applications in 

Unity - Animations and State Change in Unity - Common Mechanics Used in VR Development - Unity-

based VR Applications for Mobile Devices, Case Study - LiDAR Volcano Visualization. 

 

                                                                                                          Total Hours: 45 



Text Books: 

1 Peter Shirley, Michael Ashikhmin and Steve Marschner, “Fundamentals of Computer 
Graphics”, A K Peters/CRC Press; 3 edition, 2022. 

2 K. S. Hale and K. M. Stanney, “Handbook on Virtual Environments”, 2nd edition, CRC Press, 
2022. 

Reference Books: 

1 George Mather, Foundations of Sensation and Perception: Psychology Press; 2 editions, 

2021. 

2 Doug A. Bowman, Ernst Kruijff, Joseph J. LaViola, and Ivan Poupyrev, 3D User Interfaces, 

AddisonWesley, 2021. 

Web References: 

1 https://www.roadtovr.com/vr-painting-drawing-modeling-animation-art-tools-quest-pc/ 

2 https://shapelabvr.com/vr-3d-modeling/ 

Online Resources: 

1 https://www.classcentral.com/subject/vr 

2 https://www.coursera.org/learn/3d-models-virtual-reality 

 

Assessment Methods & Levels (based on Blooms’Taxonomy) 

Formative assessment based on Capstone Model (Max. Marks:20) 

Course Outcome 
Bloom’s 

Level 
Assessment Component Marks 

C957.1, C957.2 Understand Quiz 5 

C957.5 Apply Assignment  5 

C957.3, C957.4,  Analyze Tool based Assignment 10 

 

Assessment based on Summative and End Semester Examination – Theory 

Bloom’s Level 

Summative Assessment (15%) 

[120 Marks] 
End Semester Examination 

(25%) 

[100 Marks] 
CIA-I 

(60 marks) 

CIA-II 

(60 marks) 

Remember 10 10 20 

Understand 40 40 30 

Apply 30 30 40 

Analyse 20 20 10 

Evaluate - - - 

Create - - - 

 

 



Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 

 End Semester 

Examination 

(60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 

(60 Marks) 

FA 1 (40 Marks) 

SA 2 

(60 Marks) 

FA 2 (40 Marks) 

Component - 

I 

(20 Marks) 

Component - 

II 

(20 Marks) 

Component 

- I 

(20 

Marks) 

Component - 

II 

(20 Marks) 

 

Course Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 

Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C957.1 3 3 3 2 3 2      2 2 2 2 

C957.2 3 3 3 2 3 2      2 2 2 2 

C957.3 3 3 3 3 3 2      2 2 2 2 

C957.4 3 3 3 2 3 2      2 2 3 3 

C957.5 3 3 3 3 3 3      3 3 2 2 

 

 

 

 

 

 

 



22AD958 SENSORS AND ACTUATORS IN AR/VR 3/0/0/3 

Nature of Course: D (Theory Applications) 

Prerequisite: Basic electronics and signal processing 

Course Objectives: 

1 Understand the types of sensors and actuators used in VR/AR systems. 

2 Understand the principles of sensor operation and data acquisition. 

3 Able to design and implement actuator systems for haptic feedback and environmental 
interaction. 

4 Integrate sensors with VR/AR platforms for real-time data processing. 

5 Evaluate the performance and limitations of sensor and actuator technologies in VR/AR 
applications. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C958.1 Recognize the different types of sensors used in VR/AR systems [U] 

C958.2 Demonstrate the ability to integrate various sensors into VR/AR platforms. [AP] 

C958.3 Design actuator systems for haptic feedback, motion control, and 
environmental interaction in VR/AR environments. 

[AP] 

C958.4 Evaluate the effectiveness of haptic systems in delivering realistic and 
engaging user experiences. 

[AP] 

C958.5 Analyze case studies to understand best practices in integrating sensors and 
actuators in real-world VR/AR applications. 

[A] 

Course Contents:  
 

MODULE I INTRODUCTION                                                                                                       15 Hours    
 Overview of VR/AR systems - Role of sensors and actuators in creating immersive experiences - 
Introduction to sensor and actuator technology - Introduction to sensor and actuator technology - 
Positional tracking sensors (gyroscopes, accelerometers, magnetometers) - Depth sensors - Motion 
capture sensors - Environmental sensors - Data acquisition and signal processing techniques - Sensor 
fusion and real-time data analysis - Calibration and error correction - Types of actuators - Actuator 
selection and integration in VR/AR systems. 
MODULE II ADVANCED SENSOR AND ACTUATOR TECHNOLOGIES                                  15 Hours   
Wearable sensors and actuators for VR/AR - Emerging technologies: flexible sensors, soft robotics - 
Integration of AI and machine learning for sensor data interpretation - Design and Development of 
VR/AR Systems - Project management for VR/AR system development - Prototyping and testing VR/AR 
systems with integrated sensors and actuators - ser experience (UX) considerations and usability 
testing. 
MODULE III FUTURE TRENDS AND CHALLENGES                                                                 15 Hours 
Future directions in sensor and actuator technology for VR/AR - Challenges in scaling VR/AR systems 
- Ethical considerations and accessibility in VR/AR design – Case study: Design and implementation of 
a VR/AR system integrating sensors and actuators. 

                                                                                                      Total Hours: 45 

Text Books: 

1 Grigore C. Burdea, “Virtual Reality Technology”, Second edition, Wiley Publishers, 2020 

2 Chetankumar G Shetty, “Augmented Reality, First edition”, McGraw-Hill Publishers, 2020. 

Reference Books: 

1 William Tardif, “Virtual Reality”, Bengion Cosalas publishers, 2021. 

Web References: 



1  https://elearn.nptel.ac.in/shop/iit-workshops/completed/foundation-course-on-virtual-
reality-and-augmented-reality/?v=c86ee0d9d7ed 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C958.1 Understand Tutorial 20 

C958.2, C958.3 Apply Assignment 20 

C958.4 Apply Case Study 20 

C958.5 Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 
 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

Component - I 
(20 Marks) 

Component - II 
(20 Marks) 

 
 



Course Outcome 
(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C958.1 3 3 2 3 2 2  2    3 2 2 2 

C958.2 3 3 3 3 2 2  2    3 2 3 2 

C958.3 3 3 3 2 2 2  2    3 3 3 2 

C958.4 3 3 3 3 2 2  2    3 2 3 2 

C958.5 3 3 3 3 2 2  2    3 3 3 2 

 
 

 
 
 
 
 
 
 
 
 
 



22AD959 MIXED REALITY AND ADVANCED SYSTEMS 3/0/0/3 

Nature of Course: D (Theory Applications) 

Prerequisite: Nil 

Course Objectives: 

1 Understand the principles and applications of mixed reality 

2 Explore advanced systems like AI, ML, and IoT in MR environments 

3 Understand human-computer interaction in MR settings. 

4 Develop prototypes incorporating MR technologies. 

5 Examine the future of MR in areas such as healthcare, gaming, education, and 
entertainment. 

Course Outcomes: 
Upon completion of the course, students shall have ability to: 

C959.1 Design and implement interactive MR applications using development platforms [AP] 

C959.2 Apply principles of human-computer interaction (HCI) to create intuitive, user-
friendly MR experiences 

[AP] 

C959.3 Develop problem-solving methodologies and rapid prototyping techniques to build 
MR solutions 

[AP] 

C959.4 Analyze current trends and emerging technologies in MR [A] 

C959.5 Able to assess the ethical, privacy, and societal impacts of MR technologies [A] 

Course Contents:  
 
MODULE I INTRODUCTION                                                                                                15 Hours    
 Overview of MR, VR, and AR: Definitions and distinctions - Historical development and milestones in 
mixed reality - MR hardware components: Headsets (HoloLens, Oculus), Input devices (Controllers, 
Gloves), Sensors - Programming for MR: Introduction to MR SDKs, ARKit, ARCore - AI and MR: 
Role of AI in Mixed Reality applications (Natural Language Processing, Computer Vision). 
 
MODULE II HCI IN MR                                                                                                         15 Hours   
Human perception in MR environments: Depth, spatial awareness, and latency - Designing for usability 
and user experience in MR - Ethical concerns in MR: Privacy, accessibility, and inclusivity - roject 
ideation and concept development: From prototype to final product - Testing and debugging MR 
applications. 
 
MODULE III FUTURE OF MR AND EMERGING TECHNOLOGIES                                   15 Hours 
Future trends: MR and 5G, edge computing, cloud-based MR - Wearable and Haptic Technologies - 
Augmented Reality Glasses - Blockchain and Decentralized Systems - Biometric Data and Brain-
Computer Interfaces (BCI).  
                                                                                                      Total Hours: 45 

Text Books: 

1 Alan B. Craig,” Understanding Augmented Reality: Concepts and Applications”, Second 
edition, Morgan Kaufman,2023 

2 Dawid Borycki ,”Programming for Mixed Reality with Windows 10, Unity, Vuforia, and 
UrhoSharp”, Microsoft press,2021. 

Reference Books:  



1 Sai Rohit Chenchu Boga," Integration of Augmented Reality and Virtual Reality in Building 
Information Modeling”,IRMA publishers,2018. 

Web References: 

1 https://elearn.nptel.ac.in/shop/iit-workshops/completed/foundation-course-on-virtual-
reality-and-augmented-reality/?v=c86ee0d9d7ed 

 
 

 

Continuous Assessment 

End Semester 
Examination 

Total Formative 
Assessment 

Summative 
Assessment 

Total 

Total 
Continuous 
Assessment 

 

80 120 200 40 60 100 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course Outcome Bloom’s Level Assessment Component  
FA (16%) 

[80 Marks] 

C959.1, C959.2 Apply Tutorial 20 

C959.3 Apply  Assignment 20 

C959.4 Analyze Case Study 20 

C959.5 Analyze Quiz 20 

Assessment based on Summative and End Semester Examination 

Revised 
Bloom’s Level 

Summative Assessment (24%) 
[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 30 20 20 

Understand 30 30 20 

Apply 20 50 40 

Analyse 20 - 20 

Evaluate - - - 

Create - - - 

 
 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 
[200 Marks] 

 End Semester 
Examination 

(60%) 
[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 
(60 Marks) 

FA 1 (40 Marks) 

SA 2 
(60 Marks) 

FA 2 (40 Marks) 

Component - 
I 

(20 Marks) 

Component - 
II 

(20 Marks) 

Component 
- I 
(20 

Marks) 

Component - 
II 

(20 Marks) 

 



Course 
Outcome 

(CO) 

Programme Outcomes (PO) Programme Specific 
Outcomes (PSO) 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 

C959.1 3 3 2 3 2 2  2   2 3 2 2 2 

C959.2 3 3 3 3 2 2  2   2 3 2 3 2 

C959.3 3 3 3 2 2 2  2   2 3 3 3 2 

C959.4 3 3 3 3 2 2  2   2 3 2 3 2 

C959.5 3 3 3 3 2 2  2   2 3 3 3 2 

 
 

 
 
 
 
 
 
 
 
 
 





















































22AD011 BRAIN AND NEUROSCIENCE  3/0/0/3 

Nature of Course:  F (Theory) 

Pre requisites:  Introduction to Artificial Intelligence  

Course Objectives: 

1  To provide students with broad knowledge of the field of neuroscience. 

2  To synthesize knowledge of the discipline of neuroscience. 

3 Demonstrate a broad foundation in the concepts and methodologies of the 
interdisciplinary field of neuroscience. 

4  To describe the functions of the brain and contribution of the nervous system. 

Course Outcomes:  
Upon completion of the course, students shall have ability to 

C011.1  Understand the function of the Nervous system at various levels.  [U] 

C011.2 Analyze neuroscience nature and computation.  [A] 

C011.3 Interpret and report nervous system techniques.  [U] 

C011.4 Understand role of neural activity in development [U] 

C011.5 Analyze the brain at the behavioral level of analysis.  [A] 

C011.6 Apply and integrate with real time usecases [AP] 

Course Contents: (Ref – University College of London) 
Module I                                                                                                                              15 hours 
Introduction to neuroscience – Cells of the Nervous system - Building a Brain: Development - 
Organization of the Nervous System - The senses - Outline of neuroanatomy – Role of  
experiments and computation in neuroscience; Methods in neuroscience; The interdisciplinary  
nature of neuroscience - Cognitive neuroscience , Case study - Illuminate memory neuroscience 
Module II                                                                                                                             15 hours 
Neural Systems: Organization of the vertebrate brain - Development of the Nervous system 
Neurogenesis, migration, Axon pathfinding ,Role of neural activity in development –eye-hearing 
olfaction, Case study : The Simpsons Neuron 
Module III                                                                                                                            15 hours  
Brain and behavior: Brain – Organization of the brain and its function - Behavior and cognition;  
Systems : Motor, sensory and learning; Regions; Networks; Neuron; Ion channels. Convergence 
of Artificial Intelligence and neuroscienceCase Study: Medical Diagnosis. 

Total Hours: 45 

Text Books: 

1.  Frank Amthor, “Neuroscience For Dummies”,Wiley Publication,2023. 

 2.  Bob Garrett, Gerald Hough, “Brain and Behavior: An introduction to Behavioral  
Neuroscience”, Fifth Edition, 2017. 



Reference Books: 

1.  Eric R Kandel, James H Schwartz, “Principles of Neural Science”, Stanford, UCSF, 
Columbia, 2018. 

2.  Charles A Nelson, “Brain, Mind and Behavior”, Macmillan Learning, 2006. 

Web References: 

1.  https://en.wikipedia.org/wiki/Neuroscience 

2 https://en.wiktionary.org/wiki/neurosystem 

3 https://psychology.fas.harvard.edu/cognition-brain-behavior 

Online Resources:  

1 https://onlinelibrary.wiley.com/journal/21579032 

2 https://open.bu.edu/handle/2144/27397 

 

Continuous Assessment 

End 
Semester 

Examination 
Total Formative 

Assessment 
Summative 
Assessment 

Total 

Total 

Continuous 

Assessment 

 

80 120 200 40 60 100 

 

Assessment Methods & Levels (based on Blooms’ Taxonomy) 

Formative Assessment based on Capstone Model  

Course 
Outcome 

Bloom’s 
Level 

Assessment Component (Choose and 
map components from the list - Quiz, 
Assignment, Case Study, Seminar, 

Group Assignment) 

FA (16%) 
[80 Marks] 

C011.1  Understand Quiz  20 

C011.2 Analyze Tutorial 20 

C011.3& 

C011.4 

Understand 

Assignment 

20 

C011.5 Analyze 

C011.6 Apply Presentation 20 

 



Assessment based on Summative and End Semester Examination 

Bloom’s 
Level 

Summative Assessment (24%) 

[120 Marks] 

End Semester Examination 
(60%) 

[100 Marks] CIA1 : [60 Marks] CIA2 : [60 Marks] 

Remember 20 20 20 

Understand 30 30 30 

Apply 20 20 20 

Analyse 30 30 30 

Evaluate - - - 

Create - - - 

 

Assessment based on Continuous and End Semester Examination 

Continuous Assessment (40%) 

[200 Marks] 

 End Semester 
Examination (60%) 

[100 Marks] 

CA 1 : 100 Marks CA 2 : 100 Marks 

SA 1 

(60 

Marks) 

FA 1 (40 Marks) 

SA 2 

(60 

Marks) 

FA 2 (40 Marks) 

Component 

- I 

(20 

Marks) 

Component 

- II 

(20 

Marks) 

Component - 

I 

(20 Marks) 

Component - II 

(20 Marks) 

 

Course  
Outcome (CO) 

Programme Outcomes (PO) Programm
e   

Specific   
Outcomes  

(PSO) 

1  2  3  4  5  6  7  8  9  10  11  12  1  2  3 

C011.1  3  3           2  2 2 2 

C011.2 2  2  3          2  3 3 2 

C011.3 2  3  2          2  3 3 3 

C011.4 2  3  3          3  3 3 3 

C011.5 3  2  3         3  3 3 3 

C011.6 3 2          3 2 2 2 

 

 
























































